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Abstract

In the present thesis, the Compound Matrix Theory is applied for the
computation of the Lyapunov Characteristic Exponents of autonomous Hamil-
tonian systems of various degrees of freedom. The method is approached
by the aspect of the exterior (Grassmann) algebra and the wedge product.
The advantages of this approach lie on the fact that the automation of the
procedure is feasible, which is crucial for the study of high dimensional dy-
namical systems. The results obtained are comparable to those produced by
the standard method of Benettin et al. [4], in respect of both accuracy and
effectiveness. Moreover, the computation of single exponents of the spec-
trum is feasible without the obligation of computing the larger ones in the
spectrum order, as when applying the standard method.
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Introduction

The basic idea of the Compound Matrix Theory (CMT) is that for a
given system of differential equations, auxiliary systems of equations, pro-
duced by the initial one, are implemented and evolved instead. More pre-
cisely, the coordinates of the initial vectors are reordered and appropriately
combined with each other, following a predefined pattern, the so-called lexi-
cographical order. This rearrangement yields new vectors, which, depending
on their dimension, denote areas, volumes and hyper-volumes. The numeri-
cal integration of the time evolution of these structures instead of the initial
vectors, overcomes the necessity of keeping the initial vectors linearly in-
dependent, since, as explained in the respective section, the new vectors
remain independent throughout their time evolution.

In 1979 and 1985 the CMT was used by Ng and Reid [21, 22, 23], for solv-
ing eigenvalue problems of stiff ordinary differential equations, as an effort
to overcome accuracy issues. The method was tested on the Orr-Sommerfeld
equation, an eigenvalue equation frequently used for the study of fluid dy-
namics stability, yielded by the Navier-Stokes equations after considering
appropriate conditions that ensure hydrodynamical stability.

In the early 80’s, Froyland and Alfsen [8, 9] introduced an alternative way
of computing some or all Lyapunov Characteristic Exponents (LCEs), ap-
plying a method related to the CMT, for discrete maps as well as continuous
dynamical systems. They claimed that for reasonably low dimensional sys-
tems, the new method managed to compete the existing ones, with the stan-
dard method of Benettin et al. [4] being the most well known among them.
The only restriction on the general application of the method concerned the
dimension of the considered dynamical system, since as the dimensionality
increased the auxiliary systems of equations became more complicated.

In 2002, Allen and Bridges [1] manipulated the CMT using the principles
of exterior algebra (Grassmann algebra), for the study of hydrodynamic sta-
bility and atmospheric dynamics. This approach permitted the automated
construction of the auxiliary systems and thus the generalization of the pro-
cedure, regardless of the dimension of the considered dynamical system.

The purpose of our study is to apply the CMT for the computation of
some or all LCEs of conservative Hamiltonian systems of various degrees of
freedom. Specifically, we consider the so-called variational equations that
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evolve the deviation vectors through time. The deviation vectors describe
small perturbations about a considered orbit, evolving on a vector space
tangent to the phase space of the dynamical system. Using the principles
and rules of exterior algebra, based on the work of Allen and Bridges [1] and
the appendix of Skokos [29], we construct new vectors that span modified
vector spaces, by reordering and combining the coordinates of the deviation
vectors according to the lexicographical order. The new vectors, as has
already been mentioned, are related to areas, volumes and hyper-volumes,
depending on the dimensionality of the modified vector space in which they
evolve. Taking advantage of the properties of the compound matrices, as
proved and explained by Muldowney [19], the LCEs are computed from
the time evolution of these new vectors, instead of the time evolution of the
deviation vectors, according to the standard method of Benettin et al. [4]. In
this way, the necessity of orthonormalizing the solutions of the considered
differential systems can be overcome. Moreover, the computation of any
particular LCE of the spectrum is possible, without been forced to compute
all the higher order LCEs.

The 2-degree-of-freedom Hénon-Heiles Hamiltonian system [15] is used as
an illustrative example, to demonstrate the basic theory. The accuracy and
effectiveness of our approach is confirmed by comparison tests with results
obtained by applying the well known standard method of Benettin et al. [4].
The Fermi-Pasta-Ulam β-lattice [6] is also considered for this purpose.

The present thesis is organized as follows. Chapter 1 is devoted to the
general concept of dynamical systems as well as the specific case of Hamilto-
nian systems which is the main interest of our study. Moreover, the concept
of deviation vectors is presented and explained. Specifically, in section 1.1
we present the basic definitions as well as a brief theory of the dynamical
systems, the dynamical variables and the phase space. Also the notions
of orbits and phase diagrams are defined. We mention the categories into
which dynamical systems are divided (discrete and continuous, autonomous,
conservative and dissipative) as well as the conditions of this discrimination
(the appearance of the time variable in the differential equation and the
preservation of the system’s phase volume). Section 1.2 describes the type
of dynamical systems that are the subject of our study, i.e. autonomous con-
servative systems, the equations that describe their time evolution and the
special characteristics that are the reason of our interest. In section 1.3 we
discuss the concept of deviation vectors and the variational equations that
govern their time evolution, following the ideas presented in [5].

Chapter 2 is devoted to the theory and computation of the LCEs. In
particular, in section 2.1 we provide a brief historical overview of the con-
cept of the exponents. Their introduction by Lyapunov [18] and how they
were gradually used for the study of dynamical systems, providing impor-
tant knowledge of the characteristics and special features of the considered
systems. The basic definitions and theorems are given in section 2.2, while
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in section 2.3 we discuss the properties of their spectrum. The last two
sections of the chapter, 2.4 and 2.5, are devoted to the presentation of nu-
merical methods for the computation of the spectrum of LCEs like the well
known standard method of Benettin et al. [4].

The CMT is described in chapter 3. More precisely, in section 3.1 a
brief theory for the exterior (Grassmann) algebra and the wedge product is
presented. Based on the book of Greub [11], the work of Allen and Bridges
[1] and the appendix of [29], we give the definitions of exterior power and
exterior algebra, we describe the wedge product and discuss its properties.
Using a simple example, we explain the notion of the lexicographical order
and the procedure that creates the orthonormal basis of the exterior powers.
The definitions of the k-vectors and the decomposability are also included.
Finally, the inner product and the norm of the k-vectors are explicitly de-
fined. The CMT is described in section 3.2 by mainly following the work
of Muldowney [19]. The relationship between the differential equations and
the compound systems is clarified. The additive compound matrix is defined
and the procedure of its computation is explained by illustrative examples,
following two different procedures : a)by using the principles of exterior
algebra and wedge product and b)by using auxiliary differential systems
depending on the expected form of the solution of the initially considered
differential system (see Ng and Reid [21, 22, 23]). Moreover, a basic prop-
erty of additive compound matrices, which is crucial for the application of
the CMT for the computation of the LCEs spectrum, is noted, [19].

In chapter 4, applications of the CMT for the computation of the LCEs
spectrum and of particular individual LCEs are presented. For the compu-
tations, the FPU β -lattice is used, therefore section 4.1 is devoted to the
presentation of this dynamical system, giving its equations of motion, its
variational equations and its compound systems for the case of the 2-degree-
of-freedom system. In section 4.2, some general information concerning the
symplectic integrators, which are numerical methods used for the integra-
tion of Hamiltonian systems, are given. The particular symplectic integrator
used in our study is also presented in more detail. In section 4.3 our results
are presented and commented, while in 4.4 our conclusions and remarks are
summarized.

We note that throughout the text, lower-case letters in bold, e.g. x,
denote vectors, while upper-case letters in bold, e.g. A, denote matrices.
The exponent T following a vector or a matrix, e.g. xT or AT , denotes the
transpose vector or matrix, respectively. The time derivative is denoted by a
dot, thus the symbol ẋ stands for the derivative of the vector x with respect
to time, t.



Chapter 1

Dynamical systems

1.1 General theory
A dynamical system is a mathematical model, described by a set of

differential equations, that simulates a physical phenomenon which evolves
over time, denoted by t. It consists of variables depended on time, let’s
denote them by xi(t) with i = 1, 2, . . . , n, called the system’s dynamical
variables, with t being the independent variable of the system and n being
the finite number of the dynamical variables, also called the dimension of
the system. These variables can be considered as the coordinates of a vector
x(t) = [x1(t) x2(t) . . . xn(t)]T that evolves on a vector space. This vector
space is of dimension equal to the number of xi(t) and is called the phase
space of the system, S. Each considered time tj , the state of the dynam-
ical system is described by the vector x(tj) = [x1(tj) x2(tj) . . . xn(tj)]T ,
depicted by a single point on S. A set of such points, denoting the state
of the system for successive times that constitute a time interval, compose
a trajectory or orbit, which is the graphical representation of the time evo-
lution of the dynamical system. Different initial vectors xk(t0), formed by
different sets of initial conditions xik(t0), where t0 denotes the starting time
of our study, delineate different orbits on the phase space. The collection
of these orbits constitutes the phase diagram or phase portrait. It should
be noted that every possible orbit cannot intersect with any other in the
extended phase space, which is a vector space spanned by the dynamical
variables and the variable of time and therefore is of dimension n + 1 (see
for example Perko [25]).

Whether time is considered to take discrete real values, tj = j · dt with
j ∈ Z and dt a positive real value, or continuous real values from an interval,
t ∈ [tmin, tmax], the systems are divided into two major categories : the
discrete and the continuous dynamical systems. a)The discrete dynamical
systems or maps are described by the difference equations of the form :

xj+1 = f(xj , tj)
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where f is a set of n functions, f1, f2, . . . , fn, with n being the dimension
of the system, and xj = [x1j x2j . . . xnj ]T is the state vector at a discrete
time tj = j · dt. b)The continuous dynamical systems or flows are described
by a set of differential equations of the form :

ẋ = f(x, t)

where f is a set of n functions, f1, f2, . . . , fn, called the vector field, with n
being the dimension of the system. If f does not explicitly depend on time,
meaning that :

∂fi
∂t

= 0, i = 1, . . . , n

the dynamical system is called autonomous. Its vector field remains constant
during t, thus, the initial time of the study does not affect the shape or the
nature of the orbit, which in that case depends only on the considered initial
conditions. If for an autonomous system it is :

divf = ∂f1
∂x1

+ ∂f2
∂x2

+ . . .+ ∂fn
∂xn

= 0

the dynamical system is called conservative, meaning that it preserves its
volume VD on the phase space S during the time evolution. It is noted
that D is a subset of the phase space (D ⊂ S) consisted by the system’s
initial conditions considered in our study. The volume of that subset, which
is in fact the volume of the system for the taken initial conditions at the
beginning of the study, t0, is given by :

VD =
∫
· · ·
∫

D⊂S
dx1 dx2 . . . dxn.

Hamiltonian systems, as well as symplectic maps, are considered to be rep-
resentative examples of conservative dynamical systems. On the other hand,
if :

divf = ∂f1
∂x1

+ ∂f2
∂x2

+ . . .+ ∂fn
∂xn

< 0

the dynamical system is called dissipative. In that case, its volume decreases
with time, forming in general a space of lower dimension than the initial
vector space, which is called attractor. There exists also a third group of
dynamical systems for which we get :

divf = ∂f1
∂x1

+ ∂f2
∂x2

+ . . .+ ∂fn
∂xn

> 0.

They are called explosive systems and their solutions tend to escape to
infinity. For that reason, they remain of low scientific interest.
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1.2 Hamiltonian systems and equations of motion

The present study concentrates on autonomous Hamiltonian systems,
which are continuous conservative dynamical systems, of N degrees of free-
dom described by the so-called Hamiltonian function :

HN (q,p) = T (p) + V (q) = 1
2

N∑
i=1

p2
i

m
+ V (q) = h = constant

where q = [q1 q2 . . . qN ]T is the vector of the generalized coordinates and
p = [p1 p2 . . . pN ]T is the vector of the conjugate momenta, with :

pi = miq̇i.

The mass of each particle of the system is denoted by mi. Typically, the
particles of the system are considered to be of unit mass and therefore,
the vector of momenta equals the system’s velocities. The term T (p) rep-
resents the kinetic energy of the system, while V (q) is a function of the
generalized coordinates representing the potential energy. The Hamiltonian
equation represents the total energy of the system, therefore, due to the law
of conservation of energy and if the system is considered to be isolated, the
Hamiltonian remains constant over the time evolution.

A basic feature of the Hamiltonian systems, HN (q,p), is the existence
of the so called integrals of motion, each one of which represents a quantity
that remains constant during the time evolution of the system. A quantity
I(q,p) is an integral of motion if it is :

I = I(q(t),p(t)) = constant, or equivalently [I,HN ] = 0

where [., .] is the Poisson bracket, given, for functions f = f(q,p) and
g = g(q,p), by the following equation :

[f, g] =
N∑
i=1

(
∂f

∂qi

∂g

∂pi
− ∂f

∂pi

∂g

∂qi

)
. (1.1)

It is noted that the Hamiltonian HN (q,p) is always an integral of motion
of the system, since it satisfies :

[HN , HN ] = 0.

A Hamiltonian system HN (q,p) of N degrees of freedom is called in-
tegrable (Liouville integrability) if there exist N independent integrals of
motion Ii(q,p) in convolution. The above requirements are summarized at
the following conditions :

[Ii, HN ] = 0, i = 1, . . . , N : condition for the existence of N integrals

[Ii, Ij ] = 0, i, j = 1, . . . , N : condition for the convolution of the integrals.
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The state of the system during its time evolution is described by the
vector :

x(t) = [q(t) p(t)]T = [q1(t) q2(t) . . . qN (t) p1(t) p2(t) . . . pN (t)]T .

The vector evolves on the 2N -dimensional phase space S and is defined by
the N + N coordinates of the vectors q(t) and p(t), of the system. As
mentioned in section 1.1, this vector taken for successive times, delineates
the orbit of the system for a specific set of initial conditions and constitutes
the solution of the so called Hamilton equations of motion, given in matrix
form by :

ẋ = J2N ·DHN

where :

DHN
=
[
∂HN
∂q

∂HN
∂p

]T
=
[
∂HN
∂q1

∂HN
∂q2

. . . ∂HN
∂qN

∂HN
∂p1

∂HN
∂p2

. . . ∂HN
∂pN

]T
J2N =

[
0N IN
−IN 0N

]
where 0N is a N ×N matrix with all of its elements equal to zero and IN is
the N×N identity matrix. Considering the above definitions, the equations
of motion can take the form :

ẋ = [q̇ ṗ]T =
[
∂HN
∂p −∂HN

∂q

]T
.

In order to illustrate all these, let us consider a simple example. In 1964,
Hénon and Heiles [15] proposed a model to describe the nonlinear motion of
stars around a galactic center, assuming for simplicity that the motion can
be restricted to a 2-dimensional plane. This model, called the Hénon-Heiles
Hamiltonian system, is a nonlinear 2-degree of freedom system, described
by the Hamiltonian :

H2 = 1
2(p2

x + p2
y) + 1

2(x2 + y2) + x2y − 1
3y

3.

According to the above-mentioned theory, its phase space S is of dimension
4 and the equations of motion are given by :

ẋ =


ẋ
ẏ
ṗx
ṗy

 =



∂H2
∂px

∂H2
∂py

−∂H2
∂x

−∂H2
∂y


⇒

⇒


ẋ = px
ẏ = py
ṗx = −x− 2xy
ṗy = y2 − x2 − y.
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The Hénon-Heiles Hamiltonian is nonintegrable, since there doesn’t exist
any integral of motion other than the Hamiltonian itself.

1.3 Deviation vectors and variational equations
If S is the 2N dimensional phase space where the orbits of a dynamical

system evolve on, a deviation vector w, which describes a small perturbation
of a specific orbit x, evolves on a 2N dimensional space TxS tangent to S.
Let us assume that the evolution of an orbit follows the rule :

Φt : S→ S.

Then, the orbit is given in general form by the equation :

x(t) = Φt(x(0))

while the time evolution of w follows the rule :

dxΦt : TxS→ TΦt(x)S

and the deviation vector itself is given in general form by the equation :

w(t) = dxΦt(w(0)).

It is noted that dxΦt is the linear mapping that maps the tangent space
TxS of S at point x to the tangent space TΦt(x)S of S at point Φt(x) (see
e.g. [29, 30]).

Considering the case of an autonomous Hamiltonian system of N degrees
of freedom, the time evolution of a deviation vector

w(t) = [δq(t) δp(t)]T = [δq1(t) δq2(t) . . . δqN (t) δp1(t) δp2(t) . . . δpN (t)]T

with respect to a considered orbit x(t) is governed by the so-called variational
equations :

ẇ =
[
J2N ·D2

HN
(x(t))

]
·w = A(t) ·w.

By D2
HN

(x(t)) is denoted the 2N × 2N Hessian matrix of the Hamiltonian
with respect to the considered orbit, and it is given by the equation :

D2
HN

(x(t)) =



∂2HN
∂q1∂q1

. . . ∂2HN
∂q1∂qN

∂2HN
∂q1∂p1

. . . ∂2HN
∂q1∂pN

... . . . ...
... . . . ...

∂2HN
∂qN∂q1

. . . ∂2HN
∂qN∂qN

∂2HN
∂qN∂p1

. . . ∂2HN
∂qN∂pN

∂2HN
∂p1∂q1

. . . ∂2HN
∂p1∂qN

∂2HN
∂p1∂p1

. . . ∂2HN
∂p1∂pN

... . . . ...
... . . . ...

∂2HN
∂pN∂q1

. . . ∂2HN
∂pN∂qN

∂2HN
∂pN∂p1

. . . ∂2HN
∂pN∂pN


.
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For the Hénon-Heiles Hamiltonian system, the tangent space TxS is of
dimension 4 and the variational equations are of the form :

ẇ = A ·w ⇒

⇒ ẇ =
[

02 I2
−I2 02

]
·

 ∂2H2
∂q∂q

∂2H2
∂q∂p

∂2H2
∂p∂q

∂2H2
∂p∂p

 ·w ⇒

⇒ ẇ =

 ∂2H2
∂p∂q

∂2H2
∂p∂p

−∂2H2
∂q∂q − ∂2H2

∂q∂p

 ·w ⇒

⇒ ẇ =

 02 I2

−∂2H2
∂q∂q 02

 ·w ⇒

⇒


˙δx
δ̇y

˙δpx
˙δpy

 =


0 0 1 0
0 0 0 1

−∂2H2
∂x2 −∂2H2

∂x∂y 0 0

−∂2H2
∂y∂x −∂2H2

∂y2 0 0

 ·

δx

δy

δpx

δpy

 ⇒

⇒


˙δx
δ̇y

˙δpx
˙δpy

 =


0 0 1 0
0 0 0 1

(−1− 2y) −2x 0 0
−2x (−1 + 2y) 0 0

 ·

δx

δy

δpx

δpy

 .



Chapter 2

Lyapunov Characteristic
Exponents

2.1 Historical review
The LCEs are asymptotic measures characterizing the average rate of

growth or shrinking of small perturbations about the orbits of a dynamical
system, [18, 29]. Their concept was first introduced by Lyapunov, in 1892
[18], for the study of Ordinary Differential Equations (ODEs), although, it
was no sooner than 1976, [2], that the theory of the LCEs and the charac-
terization of the nature of a dynamical system were clearly connected. A
brief summary of the research during the years that intervened follows :

• In 1892, Lyapunov first used asymptotic measures to describe the rate
of growth or shrinking of small perturbations about the orbits of dy-
namical systems, applying the theory to the study of stability of non-
stationary solutions of ODEs, [18].

• In 1964, Hénon and Heiles combined the divergence rate of nearby
orbits with the nature of the phase space region they belonged [15].
They chose two orbits, with initial distance of 106 between them, and
evolved them, studying the changes of the value of that distance. They
observed an exponential increase of the initial distance when the orbits
were taken from a chaotic region of the phase space, while, when the
orbits were chosen from a regular region, the increase of the distance
was linear.

• In 1968, Oseledec proved the so-called Multiplicative Ergodic Theorem
(MET), ensuring the existence and finiteness of LCEs yet without any
direct reference to the relation between the LCEs and the exponential
divergence of nearby orbits [24].

13
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• This relation was established in 1976−1977 by Benettin et al. [2], and
Pesin [26], who clearly connected the LCEs with the rate of divergence.

• In 1976, Benettin et al. [2], estimated the maximum Lyapunov Expo-
nent (mLCE) as an asymptotic measure of an appropriate quantity,
related to the evolution of a chosen distance between two considered
orbits.

• In 1978, Contopoulos et al. [5], came up with the idea of using deviation
vectors, evolved by the variational equations, in order to compute
the divergence rate. The deviation vectors refer to a single orbit and
describe small perturbations about it. This approach substituted the
method of choosing neighbour orbits, giving solution to the problem
of the appropriate initial distance. Moreover, the use of bigger time
steps was now permitted, reducing this way the CPU time needed.

• During the same year, based on the work of Oseledec [24], and Con-
topoulos et al. [5], Benettin et al. [3], adjusted the MET of Oseledec
and developed numerical techniques for the computation of some LCEs
or of the whole spectrum of them, based again on the evolution of de-
viation vectors.

• In 1980, Benettin et al. [4], presented the theoretical treatment as well
as the numerical method for the computation of some or of all LCEs.
Independently, in late 70’s, Nagashima and Shimada also proposed a
numerical approach for the computation of the complete set of LCEs,
[20, 28].

In the rest of this chapter we will present the definition and the properties
of the LCEs along with a brief mathematical theory, needed to clarify their
meaning and importance.

2.2 Theory and definitions
Let us consider an n× n matrix function, At, defined on the whole real

axis, such that A0 = In. For each time t the value of the function is a
nonsingular matrix. The usual 2-norm of At, ‖At‖, follows the 2-norm ‖A‖
of a n × n matrix A , which is induced by the usual Euclidean 2-norm
‖x‖ =

(∑n
i=1 x

2
i

)
of vector x, by :

‖A‖ = max
x 6=0

‖Ax‖
‖x‖

and equals the value of the largest eigenvalue of matrix
√

ATA.
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Taking a non zero vector, y ∈ Rn, the quantity defined by :

λt(y) = ‖Aty‖
‖A0y‖

= ‖Aty‖
‖y‖

is the coefficient of expansion in the direction of y. It can be proved that its
value is independent of the initial value of the chosen y. If At is regular1,
the limit :

χ(At,y) = lim
t→∞

1
t

lnλt(y)

exists, it is finite and it is called the 1-dimensional Lyapunov Characteristic
Exponent or the Lyapunov Characteristic Exponent of order 1 (1-LCE) of
At with respect to the vector y. If the initial vector y is chosen to be unitary,
the 1-LCE is simplified to the expression :

χ(At,y) = lim
t→∞

1
t

ln‖Aty‖.

Similarly, considering p > 1 linearly independent vectors, yi ∈ Rn with
i = 1, . . . , p, that span a p-dimensional subspace Ep ⊆ Rn, the quantity
defined by :

λt(Ep) = volp(At,Ep)
volp(A0,Ep) = volp(At,Ep)

volp(Ep)
is the coefficient of expansion in the direction of Ep. It is noted that :

volp(At,Ep) = ‖Aty1 ∧Aty2 ∧ . . . ∧Atyp‖

represents the volume of the p-parallelogram defined by the vectors Atyi,
with ∧ denoting the wedge product of the vectors2. It can be proved that
λt(Ep) is independent of the initial values of the chosen yi and it only
depends on the subspace Ep. If At is regular, the limit :

χ(At,Ep) = lim
t→∞

1
t

lnλt(Ep)

exists, it is finite and it is called the p-dimensional Lyapunov Characteristic
Exponent or the Lyapunov Characteristic Exponent of order p (p-LCE) of
At with respect to the subspace Ep. If the initial vectors yi are chosen to
be orthonormal, the volume volp(Ep) is unitary and the p-LCE is simplified
to the expression :

χ(At,Ep) = lim
t→∞

1
t

ln volp(At,Ep).

According to the theory presented in section 1.3, let us consider a non
zero deviation vector w evolving on the 2N dimensional tangent space, TxS

1It is noted that the regularity of the matrix functions is defined in the work of Oseledec
[24] and explained also in the work of Benetin et al. [4] and Skokos [29].

2The notion of the wedge product will be explicitly described in the section 3.1
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of the 2N dimensional phase space S of an N degree of freedom dynamical
system, according to the rule :

w(t) = dxΦt(w(0)).

As already mentioned, the above equation describes the action of the linear
mapping dxΦt over an initial deviation vector w(0). Applying the same rule
over two successive time intervals, t and s, we get :

dxΦt+s = dΦs(x)Φt ◦ dxΦs

since :
Φt+s = Φt ◦ Φs.

The above equation can be transformed into the following one :

R(t+ s,x) = R(t,Φs(x)) ·R(s,x)

where R(t,x) is a matrix function that corresponds to the rule dxΦt. Such
a matrix function is called multiplicative cocycle and is a special case of
the matrix functions At that were described previously. Consequently, the
theory and definitions of LCEs can be valid also for this case, as long as the
multiplicative cocycles are proved to be regular.

Benetin et al., [4], adjusted the MET of Oseledec [24], to Hamiltonian
systems and symplectic maps, proving the regularity of the multiplicative
cocycle dxΦt, ensuring in this way the existence and finiteness of LCEs for
such dynamical systems. Therefore, applying the already presented theory of
LCEs and considering a non zero deviation vector, w ∈ TxS, the coefficient
of expansion in the direction of w is given by :

λt(w) = ‖dxΦtw‖
‖dxΦ0w‖ = ‖dxΦtw‖

‖w‖

and it is independent of the initial value of w. The limit :

χ(dxΦt,w) = lim
x→∞

1
t

lnλt(w)

exists, is finite and is the 1-LCE. If the initial deviation vector is chosen to
be unitary, the 1-LCE is simplified to the following :

χ(dxΦt,w) = lim
x→∞

1
t

ln‖dxΦtw‖.

If χ(dxΦt,w) > 0, there occurs exponential divergence in the direction of
the deviation vector, w. It is exactly this property that Hénon and Heiles
[15] used to indicate chaos.
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Considering p > 1 and linearly independent deviation vectors, wi ∈ TxS,
that span a p dimensional space Ep ⊆ TxS, the coefficient of expansion in
the direction of Ep is again given by :

λt(Ep) = volp(dxΦt,Ep)
volp(dxΦ0,Ep) = volp(dxΦtEp)

volp(Ep)

and it is independent of the initial values of wi. The quantity :

volp(dxΦt,Ep) = ‖dxΦtw1 ∧ dxΦtw2 ∧ . . . ∧ dxΦtwp‖

is the volume of the p-parallelogram that the vectors dxΦtwi, with i =
1, . . . , p, define. The limit :

χ(dxΦt,Ep) = lim
x→∞

1
t

lnλt(Ep)

exists, is finite and is the p-LCE. If the initial deviation vectors are chosen
to be orthonormal, the p-LCE is again simplified to be :

χ(dxΦt,Ep) = lim
x→∞

1
t

ln volp(dxΦt,Ep).

All the possible different 1-LCEs of a dynamical system constitute the
so-called spectrum of 1-LCEs. Furthermore, it can be induced from the
MET that a p-LCE is the sum of the p largest 1-LCEs of the spectrum.

Summarizing the theory and the main conclusion of this section let us
point out that an 1-LCE describes the rate of expansion of a deviation
vector about a considered orbit. This vector evolves on the tangent space
of the phase space of the dynamical system. A p-LCE describes the rate
of expansion of a p-dimensional structure, which is formed by p linearly
independent deviation vectors. A positive value of 1-LCEs or p-LCEs implies
exponential divergence and, therefore, denotes the chaotic nature of the
considered orbit.

In the following sections the basic properties of the spectrum of 1-LCEs,
simply called LCEs, will be presented. Furthermore, the procedure of their
computation will be explained.

2.3 Properties of LCEs and spectrum
The basic properties of the LCEs and p-LCEs are induced by the math-

ematical theory, already presented in section 2.2, and the MET [24]. They
can be summarized in the following :

• The number of all the different LCEs that can be possibly computed
equals the dimension n of the phase space of the system. The group
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of these LCEs is called the spectrum of LCEs. The number of all the
different possible p-LCEs equals the binomial coefficient :(

n
p

)
= n!
p!(n− p)! .

• The LCEs of the spectrum are ranked in descending order :

χ(At,y1) ≥ χ(At,y2) ≥ . . . ≥ χ(At,yn).

The first one, which is the greatest exponent of the spectrum, is called
the maximum LCE, mLCE.

• As already mentioned, a p-LCE equals the sum of the p largest LCEs.
Therefore, given the first property above, the total number of the
possible p-LCEs equals the number of the different sums of p LCEs.

• In the case of an ordered, or regular, orbit, all LCEs tent to zero
exponentially, following a power law ∝ log t/t [12]. On the contrary,
in the case of a chaotic orbit, at least one LCE tents to a positive value.
This property, combined with the one above mentioned that concerns
the descending order of the LCEs, reveals the great importance of the
mLCE in the study of a dynamical system, since the computation of
just this exponent is sufficient for the accurate determination of the
ordered or chaotic nature of an orbit.

• For a connected chaotic area the LCEs are constant, since every chaotic
orbit in this area tents to densely fill it and thus different orbits may
consider to be dynamically equivalent. Furthermore, chaotic orbits
that belong to different chaotic areas display in general different LCEs
spectrum. This property consists a simple mean for detecting weather
chaotic orbits come from the same chaotic sea or not.

For simplicity, from now on the 1-LCE χ(At,yi) will be denoted as χi and
the p-LCE χ(At,Ep) will be denoted as χpi .

Depending on the type of the considered dynamical system, the spec-
trum of LCEs displays a number of additional properties. For autonomous
Hamiltonian systems of N degrees of freedom, as well as symplectic maps,
we also have :

• Due to the preservation of their phase space (since they are conserva-
tive systems) the sum of the spectrum equals zero :

2N∑
i=1

χi = 0.
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• Due to the symplecticity of the systems, the spectrum is arranged in
pairs of equal absolute values and opposite signs :

χi = −χ2N−i+1, i = 1, 2, . . . , N.

According to this, the spectrum takes the form :

χ1 ≥ χ2 ≥ . . . ≥ χN−1 ≥ χN ≥ −χN ≥ −χN−1 ≥ . . . ≥ −χ2 ≥ −χ1.

This property can be used for testing the accuracy of the method used
for the computation of the spectrum. Since the exponents are expected
to form pairs, the smallness of their difference is a reliable indicator of
the effectiveness of the chosen numerical method.

• For every integral of motion the dynamical system may possess, a
LCEs becomes zero. Moreover, taking the previous property under
consideration, it is clear that the existence of an integral of motion
results in the vanishing of a pair of LCEs of the spectrum. The au-
tonomous Hamiltonian systems have at least one integral of motion,
the Hamiltonian function itself. Thus, for such systems, there is at
least two LCEs equal to zero. The symplectic dynamical systems that
possess as many integrals of motion as their degrees of freedom are
called integrable and all their LCEs are zero.

All the above mentioned properties illustrate the importance of the LCEs
spectrum in the study of a dynamical system.

2.4 Computation of LCEs and p-LCEs
Considering the general case of matrix functions At and the n-dimensional

real vector space Rn the computation of the LCEs is achieved applying the
definition, already mentioned in section 2.2 :

χ(At,y) = lim
t→∞

1
t

lnλt(y)

for a random initial vector y ∈ Rn, or :

χ(At,y) = lim
t→∞

1
t

ln‖Aty‖

for a unitary initial vector y ∈ Rn. Since the same definition is used for
the computation of all the possible LCEs, the different exponents of the
LCEs spectrum are obtained choosing appropriate initial vectors, y. It is
reminded that the norm of the initial vectors does not affect the value of
the LCEs (section 2.3). In general, there exist at most n different exponents
(see section 2.3). Therefore, we need n different, appropriate vectors for the
computation of the spectrum.
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If the initial vector space Rn is analysed into appropriate subspaces of
descending dimensionality, there can be induced n vector spaces, Vi, of the
form :

V1 ⊃ V2 ⊃ . . . ⊃ Vn

with V1 = Rn and dimension n, dim V2 = n−1 and so on until dim Vn = 1.
Considered n random vectors, each one taken from the respective subspace,
yi ∈ Vi, with i = 1, . . . , n, it can be proved, [4, 24, 29], that the LCEs of
the spectrum are given by :

χ1 = χ(At,y1) with y1 ∈ V1 = Rn

χ2 = χ(At,y2) with y2 ∈ V2
...

χn = χ(At,yn) with yn ∈ Vn.

In practice, due to the computers’ finite precision, all the numerically
obtained deviation vectors belong to the whole TxS space and thus, the
computation of the different exponents of the spectrum is degenerated into
the computation of the mLCE. Thus, other numerically stable procedures
are needed for the actual evaluation of the spectrum.

2.5 The standard method
As was explained in the previous section, any y ∈ Rn randomly chosen

vector will result in the computation of the mLCE. Similarly, any group
of randomly chosen yi ∈ Rn with i = 1, . . . , p yet linearly independent,
vectors will span a random subspace Ep ⊆ Rn, resulting in the computation
of the p-mLCE. For the rest of the exponents, computational errors and
finite precision arithmetic constitute obstacles to their direct evaluation.
However, an indirect approach, which follows the fact that a p-LCE equals
the sum of p LCEs, makes the estimation of the spectrum possible. More
precisely, given that :

χp1 = χ1 + χ2 + . . .+ χp

with χ1, χ
p
1 being the mLCE and the p-mLCE respectively, and since these

quantities can be easily computed, the other LCEs of the spectrum, apart
from the mLCE, are given by the equation :

χp = χp1 − χ
p−1
1 , p = 2, . . . , n.
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More specifically, it is :

χ2 = χ2
1 − χ1

1 = (χ1 + χ2)− χ1

χ3 = χ3
1 − χ2

1 = (χ1 + χ2 + χ3)− (χ1 + χ2)
...

...
...

χn = χn1 − χn−1
1 = (χ1 + χ2 + . . .+ χn−1 + χn)− (χ1 + χ2 + . . .+ χn−1).

Benettin et al., [4], noticed that if an orthonormalization procedure is
applied to the initially random and linearly independent p vectors, with
p = 1, . . . , n, the p largest LCEs of the spectrum can be computed at once,
taking advantage of the above equations.

Considering p initially linearly independent vectors, yi ∈ Rn, the Gram-
Schmidt orthomormalization procedure, described by the following equa-
tions, force vectors to become orthogonal to all the preceded ones :

ý2 = y2 − projy1y2

ý3 = y3 − projy1y3 − projý2y3
...

ýp = yp − projy1yp − projý2yp − . . .− projýp−1yp

where projyiyj is the projection of vector yj on the line spanned by vector
yi :

projy1y2 = < y2,y1 >

< y1,y1 >
y1

projy1y3 = < y3,y1 >

< y1,y1 >
y1

projý2y3 = < y3, ý2 >

< ý2, ý2 >
y2

projy1y4 = < y4,y1 >

< y1,y1 >
y1

projý2y4 = < y4, ý2 >

< ý2, ý2 >
y2

projý3y4 = < y4, ý3 >

< ý3, ý3 >
y3

...

with < ·, · > denoting the inner product. The equations above orthogonalize
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the yi vectors. As a last step of the procedure, each vector is normalized :

ŷ1 = y1
‖y1‖

ŷ2 = ý2
‖ý2‖
...

ŷp = ýp
‖ýp‖

.

Vectors ŷi are now unitary and orthogonal to each other forming an or-
thonormal basis of the space. Using these vectors we apply the simplified
definition for the computation of p-mLCE (section 2.2).

It can be proved, [4, 29], that the volume of the p-parallelogram formed
by p arbitrary orthogonal vectors u1,u2, . . . ,up, is given by the product of
their norm :

volp(ui) = ‖u1 ∧ u2 ∧ . . . ∧ up‖ = ‖u1‖ · ‖u2‖ · . . . · ‖up‖.

Combining this equation with the definition of the p-mLCE and the auxiliary
equation for the computation of the LCEs of the spectrum :

χpi = χ(At,Ep) = lim
t→∞

1
t

ln volp(At,Ep)

= lim
t→∞

1
t

ln‖Atŷ1 ∧Atŷ2 ∧ . . . ∧Atŷp‖

χp = χp1 − χ
p−1
1 , p = 2, . . . , n

all the LCEs are now given by the equation :

χp = lim
t→∞

1
t

ln ‖ýp‖

with ýi being the respective orthogonal vectors obtained by the application
of the Gram-Schmidt procedure to the Atŷi vectors. We note that Atyi
denotes the time evolution of an initial vector yi according to the matrix
function At.

All the above mentioned procedure is also applicable to the case of our
example : the autonomous conservative Hénon-Heiles Hamiltonian system.
Considering 4 deviation vectors wi ∈ TxS, i = 1, . . . , 4, which evolve in time
under the rule dxΦt and they are orthonormalized according to the Gram-
Schmidt procedure, we obtain vectors ŵi. Then, the different exponents of
the spectrum are given by :

χp = lim
t→∞

1
t

ln ‖ẃp‖, p = 1, . . . , 4
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where ẃi are the orthogonalized vectors dxΦtŵi. The method described
above, was introduced by Benettin et al. [4] and is widely used for the
computation of the LCEs spectrum. It is known as the standard method.

Let us make some comments on the actual computation of the LCEs,
using again as example the Hénon-Heiles system. This computation re-
quires the time evolution of the deviation vectors simultaneously with the
time evolution of the considered orbit. Since the equations of motion form
a nonlinear system, its solution cannot be found analytically. Therefore,
numerical integration methods are used, that estimate the orbit at discrete
times, k · dt, with k = 0, 1, . . . and dt > 0 being the integration step. As a
result, the equation for the computation of the LCEs spectrum becomes :

χp = lim
k→∞

1
k · dt

k∑
i=1

ln ‖ẃp‖, p = 1, . . . , 4.

In general, the norm of the deviation vectors increases rapidly. Especially in
the case of a chaotic orbit, the increase is exponential. This increase leads
to computational errors and eventually to the failure of the procedure due
to numerical overflow. Since the initial norm of the considered deviation
vectors do not affect the computation of the exponents, a normalization
procedure is applied to the vectors from time to time.

In Fig. 2.1 to 2.3, we present the results of the computation of the LCEs
spectrum for two ordered orbits and one chaotic of the Hénon-Heiles system.
For these computations we apply the standard method of Benettin et al. [4],
using an integration step dt = 0.01. For the numerical integration we use
a symplectic integrator or the SABA family [17] and more specifically, the
SABA2C integrator 3.

For the ordered orbits, the LCEs of the spectrum tent to zero exponen-
tially, following a power law ∝ log(t)/t, Fig. 2.1c, 2.1d and 2.2c, 2.2d. From
Fig. 2.1d and 2.2d we see that, as expected the spectrum is grouped in two
pairs of opposite exponents. In the case of the chaotic orbit, Fig. 2.3, one
exponent tents to retain a positive value, while two others tent exponentially
to zero following the same power law as in the case of the ordered orbits.

The different nature of the orbits can clearly be obtained from the be-
haviour of the spectrum. These results can be also verified by inspection
of the Poincaré Surface of Section (PSS) : scattered points correspond to
chaotic orbits, while well defined smooth curves to ordered ones. We also
not that the pair of exponents that tent to zero for both kinds of orbits gives
a clear indication of the existence of only one integral of motion, i.e. the
Hamiltonian itself.

3The symplectic integrators are presented and explained in section 4.2
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(a) (b)

(c) (d)

Figure 2.1: Computation of the LCEs spectrum of the Hénon-Heiles sys-
tem for the ordered orbit with initial conditions (x, y, py) = (0, 0.4, 0) for
H0 = 0.125. The value of the px variable is determined by the Hamiltonian
function and is chosen to be positive. Fig. 2.1a shows the PSS of the system
and Fig. 2.1b shows the PSS of the considered orbit (both plots are on the
(y, py) plane). Fig. 2.1c shows the time evolution of the χ1 and χ2 exponents
of the spectrum and Fig. 2.1d shows the whole spectrum of LCEs up to the
tmax = 105 time units (both panels use log-log scales). It is noted that the
exponents χ3 and χ4 are plotted with opposite sign. A curve proportional
to log t/t is also plotted in panels 2.1c and 2.1d.
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(a) (b)

(c) (d)

Figure 2.2: Similar plots to Fig. 2.1 for the case of the ordered orbit of
the Hénon-Heiles system with initial conditions (x, y, py) = (0, 0.558, 0) for
H0 = 0.125.
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(a) (b)

(c) (d)

Figure 2.3: Similar plots to Fig. 2.1d and 2.2d of the Hénon-Heiles system
with initial conditions (x, y, py) = (0,−0.24, 0) for H0 = 0.125.



Chapter 3

Compound Matrix Theory

3.1 Exterior Algebra and Wedge Product
In this section, based on the work of Allen and Bridges [1] and the ap-

pendix of [29], a short introduction to the exterior algebra and its principles
is given.

Let us consider an n-dimensional vector space V over the field of real
numbers R which is spanned by an orthonormal basis of the form {ê1, ê2, . . . , ên}.
If < ·, · >V defines an inner product in V, then the orthonormal basis sat-
isfies the equations :

< êi · êj >V = δij , where: δij =
{

1 for i = j,

0 for i 6= j.

Every vector in the V can be written as a linear combination of the basis
vectors, thus, any two random vectors, u,v ∈ V, can be written in the form :

u = u1 · ê1 + u2 · ê2 + . . .+ un · ên
v = v1 · ê1 + v2 · ê2 + . . .+ vn · ên

where ui, vi ∈ R for i = 1, 2, . . . , n.
The exterior or wedge product of these two vectors defines a new vector,

which is denoted by u ∧ v and is called a 2-vector. It is related to the area
of the parallelogram that u and v form in V, representing a 2-dimensional
subspace of V. All the possible 2-vectors generate a new vector space, called
the 2nd exterior power of V and denoted by Λ2(V). Similarly, the wedge
product of k vectors, u1 ∧ u2 ∧ . . . ∧ uk, with ui ∈ V for i = 1, 2, . . . , k, can
be related to the hyper-volume of the structure defined by these vectors, it
is called a k-vector and it represents a k-dimensional subspace of V. All the
possible k-vectors generate a vector space called the k-th exterior power of
V, denoted by Λk(V).

The value of k can vary between 0 ≤ k ≤ n, with Λ0(V) = R and
Λ1(V) = V. All the possible Λk(V) vector spaces are subspaces of the

27
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Λ(V) vector space, which is called the exterior algebra of V and can be
written as the direct sum of the k-th exterior powers of V :

Λ(V ) =
n⊕
k=0

Λk(V ) = Λ0(V )⊕ Λ1(V )⊕ · · · ⊕ Λn(V ).

The wedge product has the following properties :

• Associativity :

(u ∧ v) ∧w = u ∧ (v ∧w)

• Bilinearity :

(c1u + c2v) ∧w = c1(u ∧w) + c2(v ∧w)
w ∧ (c1u + c2v) = c1(w ∧ u) + c2(w ∧ v)

• Alternating on V :

u ∧ u = 0

• Anticommutativity :
u ∧ v = −v ∧ u

• If at least two of the vectors u1,u2, . . . ,uk are linear depended, then :

u1 ∧ u2 ∧ . . . ∧ uk = 0

for ui ∈ V with i = 1, 2, . . . , k and c1, c2 ∈ R.
Following the above mentioned properties, an orthonormal basis of each

Λk(V) vector space can be constructed by the considered orthonormal basis
of V. In order to clarify this statement, we consider the example case of V
being a 4-dimensional vector space with an orthonormal basis of the form
{ê1, . . . , ê4}. In this case the value of k can vary between 0 ≤ k ≤ 4. In
what follows, we will study the wedge product for the non-trivial cases of k
1.

1It is noted that for the trivial cases where k = 0 and k = 1 the induced spaces are the
set of real numbers R and the initial vector space V respectively.
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Considering the case k = 2 we get :

u ∧ v = (u1 · ê1 + u2 · ê2 + u3 · ê3 + u4 · ê4) + (v1 · ê1 + v2 · ê2 + v3 · ê3 + v4 · ê4)

= u1v1(ê1 ∧ ê1) + u1v2(ê1 ∧ ê2) + u1v3(ê1 ∧ ê3) + u1v4(ê1 ∧ ê4)+
+ u2v1(ê2 ∧ ê1) + u2v2(ê2 ∧ ê2) + u2v3(ê2 ∧ ê3) + u2v4(ê2 ∧ ê4)+
+ u3v1(ê3 ∧ ê1) + u3v2(ê3 ∧ ê2) + u3v3(ê3 ∧ ê3) + u3v4(ê3 ∧ ê4)+
+ u4v1(ê4 ∧ ê1) + u4v2(ê4 ∧ ê2) + u4v3(ê4 ∧ ê3) + u4v4(ê4 ∧ ê4)

= u1v1 · 0 + u1v2(ê1 ∧ ê2) + u1v3(ê1 ∧ ê3) + u1v4(ê1 ∧ ê4)−
− u2v1(ê1 ∧ ê2) + u2v2 · 0 + u2v3(ê2 ∧ ê3) + u2v4(ê2 ∧ ê4)−
− u3v1(ê1 ∧ ê3)− u3v2(ê2 ∧ ê3) + u3v3 · 0 + u3v4(ê3 ∧ ê4)−
− u4v1(ê1 ∧ ê4)− u4v2(ê2 ∧ ê4)− u4v3(ê3 ∧ ê4) + u4v4 · 0

= (u1v2 − u2v1)(ê1 ∧ ê2) + (u1v3 − u3v1)(ê1 ∧ ê3) + (u1v4 − u4v1)(ê1 ∧ ê4)+
+ (u2v3 − u3v2)(ê2 ∧ ê3) + (u2v4 − u4v2)(ê2 ∧ ê4) + (u3v4 − u4v3)(ê3 ∧ ê4)

=
∣∣∣∣∣u1 v1
u2 v2

∣∣∣∣∣ · (ê1 ∧ ê2) +
∣∣∣∣∣u1 v1
u3 v3

∣∣∣∣∣ · (ê1 ∧ ê3) +
∣∣∣∣∣u1 v1
u4 v4

∣∣∣∣∣ · (ê1 ∧ ê4)+

+
∣∣∣∣∣u2 v2
u3 v3

∣∣∣∣∣ · (ê2 ∧ ê3) +
∣∣∣∣∣u2 v2
u4 v4

∣∣∣∣∣ · (ê2 ∧ ê4) +
∣∣∣∣∣u3 v3
u4 v4

∣∣∣∣∣ · (ê3 ∧ ê4)

= ū1 · ω1 + . . .+ ū6 · ω6.

The ūi ∈ R elements are the coordinates of the 2-vector ū = u∧v, while the
ωi, with i = 1, 2, . . . , 6, quantities are the 2-vectors that form an orthonormal
basis of the Λ2(V) vector space.

The coordinates of the initially considered vectors, u,v, are reordered
and combined according to a predefined pattern called the lexicographical
order. More precisely, the lexicographical order is the specific order accord-
ing to which all the possible permutations of the vectors of the orthonormal
basis of the initial vector space should be considered, in order to form the or-
thonormal basis of the new vector space. It is noted that this order concerns
only the permutations that yield different determinants, since any rearrang-
ing of the rows or the columns of a matrix does not change the value of
its determinant. The ordering of the basis vector can be chosen arbitrarily
since, as was proven in [1], it does not alter the results.

In general, the number of the ωi k-vectors that consist the orthonormal
basis and consequently the dimension of the Λk(V) vector space, is given
by the binomial coefficient :

dk =
(
n
k

)
= n!
k!(n− k)! .



CHAPTER 3. COMPOUND MATRIX THEORY 30

For the case studied, the dimension of the Λ2(V) space is :

d2 =
(

4
2

)
= 4!

2!(4− 2)! = 6

and the lexicographical order was chosen to be :

(1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4).

Similarly, considering the case where k = 3, the dimension of the Λ3(V)
vector space is :

d3 =
(

4
3

)
= 4!

3!(4− 3)! = 4

while the lexicographical order is :

(1, 2, 3), (1, 2, 4), (1, 3, 4), (2, 3, 4).

Then, the wedge product will give the following 3-vector :

u ∧ v ∧w = (u1 · ê1 + . . .+ u4 · ê4) ∧ (v1 · ê1 + . . .+ v4 · ê4) ∧ (w1 · ê1 + . . .+
+ w4 · ê4)

=

∣∣∣∣∣∣∣
u1 v1 w1
u2 v2 w2
u3 v3 w3

∣∣∣∣∣∣∣ · (ê1 ∧ ê2 ∧ ê3) +

∣∣∣∣∣∣∣
u1 v1 w1
u2 v2 w2
u4 v4 w4

∣∣∣∣∣∣∣ · (ê1 ∧ ê2 ∧ ê4)+

+

∣∣∣∣∣∣∣
u1 v1 w1
u3 v3 w3
u4 v4 w4

∣∣∣∣∣∣∣ · (ê1 ∧ ê3 ∧ ê4) +

∣∣∣∣∣∣∣
u2 v2 w2
u3 v3 w3
u4 v4 w4

∣∣∣∣∣∣∣ · (ê2 ∧ ê3 ∧ ê4)

= ū1 · ω1 + . . .+ ū4 · ω4.

For the case where k = n = 4, the dimension of the Λ4(V) vector space
is :

d4 =
(

4
4

)
= 4!

4!(4− 4)! = 1

and obviously the lexicographical order is :

(1, 2, 3, 4).

The 4-vector is :

u ∧ v ∧w ∧ z = (u1 · ê1 + . . .+ u4 · ê4) ∧ (v1 · ê1 + . . .+ v4 · ê4) ∧ (w1 · ê1 + . . .+
+ w4 · ê4) ∧ (z1 · ê1 + . . .+ z4 · ê4)

=

∣∣∣∣∣∣∣∣∣
u1 v1 w1 z1
u2 v2 w2 z2
u3 v3 w3 z3
u4 v4 w4 z4

∣∣∣∣∣∣∣∣∣ · (ê1 ∧ ê2 ∧ ê3 ∧ ê4)

= ū1 · ω1.
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From the previous example we understand that every k-vector ū in the
Λk(V) space (like any vector in V) can be written as a linear combination
of the basis k-vectors ωi, with i = 1, . . . , dk :

ū =
dk∑
i=1

ūi · ωi, ūi ∈ R.

Any k-vector of Λk(V) that consists of the wedge product of k vectors of
V is called decomposable. It must be noted that all such vectors are elements
of Λk(V), but every element of Λk(V) is not necessarily a decomposable k-
vector. From the theory mentioned above, as well as the previous example,
it is understood that any decomposable k-vector can be generally written as
follows :

ū = u1 ∧ u2 . . . ∧ uk

=
dk∑
i=1

ūi · ωi

=
∑

1≤i1<i2<...<ik≤n

∣∣∣∣∣∣∣∣∣∣
ui11 ui12 . . . ui1k
ui21 ui22 . . . ui2k
...

... . . . ...
uik1 uik2 · · · uikk

∣∣∣∣∣∣∣∣∣∣
· (êi1 ∧ êi2 ∧ . . . ∧ êik).

We see that each coordinate ūi ∈ R is actually the determinant of the n×k
matrix, whose columns are the coordinates of the considered k vectors of V
and the rows are formed by taking k out of n coordinates of each vector in
accordance with the lexicographical order.

An inner product on V induces an inner product on each vector space
Λk(V). Let’s see how this is done in more detail. The inner product of any
two decomposable k-vectors of the form :

ū = u1 ∧ u2 ∧ . . . ∧ uk
v̄ = v1 ∧ v2 ∧ . . . ∧ vk

with ui,vi ∈ V and ū, v̄ ∈ Λk(V), is denoted by < ū, v̄ >k and is defined
by the equation :

< ū, v̄ >k=

∣∣∣∣∣∣∣∣∣∣
< u1,v1 >V · · · < u1,vk >V
< u2,v1 >V · · · < u2,vk >V

... . . . ...
< uk,v1 >V · · · < uk,vk >V

∣∣∣∣∣∣∣∣∣∣
where the inner product < ui,vj >V on V is as usual :

< ui,vj >V =
n∑
r=1

uir · vjr .
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Every element of Λk(V) can be written as a sum of decomposable elements,
thus, the definition of the inner product can be extended by bilinearity to
any k-vector.

Now, we can also show that the basis of Λk(V) which was formed by
the wedge product of the orthonormal basis of V, is orthonormal as was
mentioned before. For the particular example of the 4-dimensional vector
space V and the case where k = 2, the orthonormality of the basis can be
shown as follows :

< ω1, ω1 >k = < ê1 ∧ ê2, ê1 ∧ ê2 >V

=
∣∣∣∣∣< ê1, ê1 >V < ê1, ê2 >V
< ê2, ê1 >V < ê2, ê2 >V

∣∣∣∣∣
=
∣∣∣∣∣1 0
0 1

∣∣∣∣∣
= 1

< ω1, ω2 >k = < ê1 ∧ ê2, ê1 ∧ ê3 >V

=
∣∣∣∣∣< ê1, ê1 >V < ê1, ê3 >V
< ê2, ê1 >V < ê2, ê3 >V

∣∣∣∣∣
=
∣∣∣∣∣1 0
0 0

∣∣∣∣∣
= 0

< ω1, ω3 >k = < ê1 ∧ ê2, ê1 ∧ ê4 >V

=
∣∣∣∣∣< ê1, ê1 >V < ê1, ê4 >V
< ê2, ê1 >V < ê2, ê4 >V

∣∣∣∣∣
=
∣∣∣∣∣1 0
0 0

∣∣∣∣∣
= 0

< ω1, ω4 >k = < ê1 ∧ ê2, ê2 ∧ ê3 >V

=
∣∣∣∣∣< ê1, ê2 >V < ê1, ê3 >V
< ê2, ê2 >V < ê2, ê3 >V

∣∣∣∣∣
=
∣∣∣∣∣0 0
1 0

∣∣∣∣∣
= 0
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< ω1, ω5 >k = < ê1 ∧ ê2, ê2 ∧ ê4 >V

=
∣∣∣∣∣< ê1, ê2 >V < ê1, ê4 >V
< ê2, ê2 >V < ê2, ê4 >V

∣∣∣∣∣
=
∣∣∣∣∣0 0
1 0

∣∣∣∣∣
= 0

< ω1, ω6 >k = < ê1 ∧ ê2, ê3 ∧ ê4 >V

=
∣∣∣∣∣< ê1, ê3 >V < ê1, ê4 >V
< ê2, ê3 >V < ê2, ê4 >V

∣∣∣∣∣
=
∣∣∣∣∣0 0
0 0

∣∣∣∣∣
= 0.

The remaining of the possible combinations of the k-vector basis are com-
puted in a similar way. The above computations are generalized to give :

< ωi, ωj >k= δij , i, j = 1, . . . , dk

which shows the orthonormal nature of the basis of Λk(V) vector space.
The norm of a k-vector can be computed using the already defined inner

product :

‖ū‖ = ‖u1 ∧ u2 . . . ∧ uk‖

=
√
< ū, ū >k

=

 dk∑
i=1

ū2
i

 1
2

=


∑

1≤i1<i2<...<ik≤n

∣∣∣∣∣∣∣∣∣∣
ui11 ui12 . . . ui1k
ui21 ui22 . . . ui2k
...

... . . . ...
uik1 uik2 · · · uikk

∣∣∣∣∣∣∣∣∣∣

2
1
2

.

This value can be interpreted as the volume of the k-parallelogram defined
by the k vectors ui ∈ V.
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3.2 Introduction to the Compound Matrix Theory

In 1983, Froyland [8] used an alternative procedure in order to compute
some or all the LCEs. The proposed algorithm was described in a general
form, concerning continuous dynamical systems as well as discrete maps, and
its effectiveness was confirmed using the example of the dissipative Lorenz
system, [9]. The main goal of these works was the replacement of the system
of variational equations with auxiliary ones, induced from the initial system
in order to avoid the constant need for orthonormalization of the deviation
vectors. For at least low dimensional dynamical systems, the new approach
was claimed to be faster than or comparable to the existed ones, like the
standard method of Benettin et al. [4].

Around the same time, Ng and Reid [21, 22, 23] proposed the use of
CMT in order to address fluid dynamics stability issues that arose from
the solution of stiff nonlinear differential equations. The application of the
theory suggested the handling of auxiliary systems, like the ones Froyland
used in [8, 9]. Much later, Allen and Bridges [1] improved this approach by
studying the CMT using the theory and principles of exterior algebra. As
a result, the construction of the auxiliary systems could become automated
and therefore be generalized for multidimensional dynamical systems.

Studying the application of the CMT to the computation of the LCEs
from the perspective of the exterior algebra, we show that the auxiliary
systems represent areas, volumes and hyper-volumes, formed by the initially
considered deviation vectors which evolve with time around a given orbit.
From the theory presented in section 3.1 it became clear that these structures
consist vectors of modified vector spaces. The improvement of the CMT,
in comparison to the standard method of [4], lies in the fact that each of
the new vectors evolves on different vector space, therefore there is no need
for orthonormalizing the deviation vectors. Moreover, using the properties
of Compound Matrices, presented by Muldowney [19], we can see that the
computation of a particular exponent of the spectrum is feasible, without
the necessity of computing all the previous ones.

According to the work of Muldowney [19], for a given differential system
of the form :

ẏ(t) = A(t) · y(t)
where y is a n×m solution matrix of the form :

y = [y1 y2 . . .ym] , yi ∈ Rn

and A is a n × n matrix function, the k-vector ȳ, constructed by the k
yi vectors of the solution matrix, is a solution of an auxiliary system, the
so-called k-th compound system :

˙̄y = A[k] · ȳ
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with :
ȳ = y1 ∧ y2 ∧ . . . ∧ yk

and A[k] being a new matrix called the k-th additive compound matrix of
the matrix function A.

The characteristics of the additive compound matrix are illustrated in
the following example. We consider again the variational equations of the
Hénon-Heiles system :

ẇ = A(t) ·w

where :

A(t) =
[

02 I2
−Vqiqj 2

02

]
=


0 0 1 0
0 0 0 1

(−1− 2y) −2x 0 0
−2x (−1 + 2y) 0 0

 .
Its tangent space is of dimension 4, therefore, the possible Λk(TxS) vector
spaces exist for 0 ≤ k ≤ 4. For each vector space, except the trivial cases of
Λ0(TxS) = R and Λ1(TxS) = TxS ⇒ A[1] = A, the respective auxiliary
system is given by :

ẇ(k) = A[k](t) ·w(k)

where w(k) is a k-vector and A[k](t) is the k-th additive compound matrix.
The k-vector w(k) is the wedge product of the k initial, arbitrarily chosen

deviation vectors and is of dimension dk × 1. The k-th additive compound
matrix, A[k](t), is constructed by the A(t) matrix of the variational equa-

tions and is of dimension dk × dk, with dk =
(
n
k

)
. According to [19], each

element of A[k](t) is given as the inner product A[k]
ij =< ωi,A(t)ωj >k, with

i, j = 1, . . . , dk, on the Λk(TxS) vector space. We note that for :

ū = u1 ∧ u2 ∧ . . . ∧ uk, ui ∈ TxS, i = 1, . . . , k

we get :

Aū = Au1 ∧ u2 ∧ . . . ∧ uk + u1 ∧Au2 ∧ . . . ∧ uk + . . .+ u1 ∧ u2 ∧ . . . ∧Auk

=
k∑
i=1

u1 ∧ u2 ∧ . . . ∧Aui ∧ . . . ∧ uk.

Therefore, for the k = 2 case and for the already used lexicographical order,
the elements of the 2nd additive compound matrix A[2], which is a 6 × 6
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matrix, are :

A
[2]
11 = < ω1,Aω1 >k

= < ê1 ∧ ê2,A(ê1 ∧ ê2) >k

= < ê1 ∧ ê2,Aê1 ∧ ê2 >k + < ê1 ∧ ê2, ê1 ∧Aê2 >k

=
∣∣∣∣∣< ê1,Aê1 >TxS < ê1, ê2 >TxS
< ê2,Aê1 >TxS < ê2, ê2 >TxS

∣∣∣∣∣+
∣∣∣∣∣< ê1, ê1 >TxS < ê1,Aê2 >TxS
< ê2, ê1 >TxS < ê2,Aê2 >TxS

∣∣∣∣∣
=
∣∣∣∣∣A11 0
A21 1

∣∣∣∣∣+
∣∣∣∣∣1 A12
0 A22

∣∣∣∣∣
= A11 +A22

= 0

A
[2]
12 = < ω1,Aω2 >k

= < ê1 ∧ ê2,A(ê1 ∧ ê3) >k

= < ê1 ∧ ê2,Aê1 ∧ ê3 >k + < ê1 ∧ ê2, ê1 ∧Aê3 >k

=
∣∣∣∣∣< ê1,Aê1 >TxS < ê1, ê3 >TxS
< ê2,Aê1 >TxS < ê2, ê3 >TxS

∣∣∣∣∣+
∣∣∣∣∣< ê1, ê1 >TxS < ê1,Aê3 >TxS
< ê2, ê1 >TxS < ê2,Aê3 >TxS

∣∣∣∣∣
=
∣∣∣∣∣A11 0
A12 0

∣∣∣∣∣+
∣∣∣∣∣1 A13
0 A23

∣∣∣∣∣
= 0 +A23

= 0

A
[2]
13 = < ω1,Aω3 >k

= < ê1 ∧ ê2,A(ê1 ∧ ê4) >k

= < ê1 ∧ ê2,Aê1 ∧ ê4 >k + < ê1 ∧ ê2, ê1 ∧Aê4 >k

=
∣∣∣∣∣< ê1,Aê1 >TxS < ê1, ê4 >TxS
< ê2,Aê1 >TxS < ê2, ê4 >TxS

∣∣∣∣∣+
∣∣∣∣∣< ê1, ê1 >TxS < ê1,Aê4 >TxS
< ê2, ê1 >TxS < ê2,Aê4 >TxS

∣∣∣∣∣
=
∣∣∣∣∣A11 0
A21 0

∣∣∣∣∣+
∣∣∣∣∣1 A14
0 A24

∣∣∣∣∣
= 0 +A24

= 1
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A
[2]
14 = < ω1,Aω4 >k

= < ê1 ∧ ê2,A(ê2 ∧ ê3) >k

= < ê1 ∧ ê2,Aê2 ∧ ê3 >k + < ê1 ∧ ê2, ê2 ∧Aê3 >k

=
∣∣∣∣∣< ê1,Aê2 >TxS < ê1, ê3 >TxS
< ê2,Aê2 >TxS < ê2, ê3 >TxS

∣∣∣∣∣+
∣∣∣∣∣< ê1, ê2 >TxS < ê1,Aê3 >TxS
< ê2, ê2 >TxS < ê2,Aê3 >TxS

∣∣∣∣∣
=
∣∣∣∣∣A12 0
A22 0

∣∣∣∣∣+
∣∣∣∣∣0 A13
1 A23

∣∣∣∣∣
= 0−A13

= −1

A
[2]
15 = < ω1,Aω5 >k

= < ê1 ∧ ê2,A(ê2 ∧ ê4) >k

= < ê1 ∧ ê2,Aê2 ∧ ê4 >k + < ê1 ∧ ê2, ê2 ∧Aê4 >k

=
∣∣∣∣∣< ê1,Aê2 >TxS < ê1, ê4 >TxS
< ê2,Aê2 >TxS < ê2, ê4 >TxS

∣∣∣∣∣+
∣∣∣∣∣< ê1, ê2 >TxS < ê1,Aê4 >TxS
< ê2, ê2 >TxS < ê2,Aê4 >TxS

∣∣∣∣∣
=
∣∣∣∣∣A12 0
A22 0

∣∣∣∣∣+
∣∣∣∣∣0 A14
1 A24

∣∣∣∣∣
= 0−A14

= 0

A
[2]
16 = < ω1,Aω6 >k

= < ê1 ∧ ê2,A(ê3 ∧ ê4) >k

= < ê1 ∧ ê2,Aê3 ∧ ê4 >k + < ê1 ∧ ê2, ê3 ∧Aê4 >k

=
∣∣∣∣∣< ê1,Aê3 >TxS < ê1, ê4 >TxS
< ê2,Aê3 >TxS < ê2, ê4 >TxS

∣∣∣∣∣+
∣∣∣∣∣< ê1, ê3 >TxS < ê1,Aê4 >TxS
< ê2, ê3 >TxS < ê2,Aê4 >TxS

∣∣∣∣∣
=
∣∣∣∣∣A13 0
A23 0

∣∣∣∣∣+
∣∣∣∣∣0 A14
0 A24

∣∣∣∣∣
= 0.

The remaining elements are computed similarly. Therefore, the final matrix
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is :

A[2] =



A11 +A22 A23 A24 −A13 −A14 0
A32 A11 +A33 A34 A12 0 −A14
A42 A43 A11 +A44 0 A12 A13
−A31 A21 0 A22 +A33 A34 −A24
−A41 0 A21 A43 A22 +A44 A23

0 −A41 A31 −A42 A32 A33 +A44



=



0 0 1 −1 0 0
−2x 0 0 0 0 0

−(1− 2y) 0 0 0 0 1
1 + 2y 0 0 0 0 −1

2x 0 0 0 0 0
0 2x −(1 + 2y) 1− 2y −2x 0


.

Following the same procedure, the 3× 3 matrix A[3] is :

A[3] =


A11 +A22 +A33 A34 −A24 A14

A43 A11 +A22 +A44 A23 −A13
−A42 A32 A11 +A33 +A44 A12
A41 −A31 A21 A22 +A33 +A44



=


0 0 −1 0
0 0 0 −1

1− 2y −2x 0 0
−2x 1 + 2y 0 0


and the 1× 1 matrix A[4] is :

A[4] = A11 +A22 +A33 +A44 = Tr(A) = 0.

At this point, a comment about the computation of the auxiliary systems
without applying the tools of exterior algebra and wedge product should be
made. Ng and Reid [21, 22, 23], while studying the Orr-Sommerfeld equation
using the approach of CMT, produced matrices of coefficients, identical to
the k-th additive compound matrices for the various values of k, following
an indirect way. They considered the inhomogeneous linear system :

φ′(x) = A(x) · φ(x) + f(x) =


A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44

 · φ(x) +


f1
f2
f3
f4

 (3.1)

where φ(x), f(x) ∈ R4 and A(x) is a 4 × 4 matrix. Note that the symbol
φ′(x) stands for the derivative of φ with respect to the independent variable
x, φ′(x) = dφ

dx . They sought solutions of the form :

φ = g + αu + βv
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where α, β ∈ R, the vectors u,v ∈ R4 are linear independent solutions of the
homogeneous system obtained from the initial inhomogeneous one and the
vector g ∈ R4 is a partial solution of the initial inhomogeneous system, with
respect to the given boundary conditions of the problem. They combined
these vectors together forming two solution matrices, M1 = [uv] and M2 =
[guv], where M1 ∈ R4×2 and M2 ∈ R4×3, whose columns are the solution
vectors, and then they considered all the possible different determinants of
these matrices, according to a specific lexicographical order, as coordinates
of new vectors, y and z, named the second and third compound matrices
respectively. It is easily understood that these vectors are the 2-vector and
3-vector that can be produced applying the exterior algebra theory. The
time evolution of these vectors was given by the following equations :

y′ = B(x) · y (3.2)
z′ = C(x) · z + D · f . (3.3)

Considering the above equations and keeping in mind that the vectors
u,v are the solutions of the homogeneous equation and g is a solution of the
inhomogeneous equation (3.1) the matrices B and C are easily constructed.
These matrices are identical to the 2-nd and 3-rd additive compound matri-
ces that the application of exterior algebra produces.

More precisely, the vector y has 6 coordinates, each one of which is a
minor of the matrix M1. In particular, we have :

y =



y1
y2
y3
y4
y5
y6


=



∣∣∣∣∣ u1 v1
u2 v2

∣∣∣∣∣∣∣∣∣∣ u1 v1
u3 v3

∣∣∣∣∣∣∣∣∣∣ u1 v1
u4 v4

∣∣∣∣∣∣∣∣∣∣ u2 v2
u3 v3

∣∣∣∣∣∣∣∣∣∣ u2 v2
u4 v4

∣∣∣∣∣∣∣∣∣∣ u3 v3
u4 v4

∣∣∣∣∣



.
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Now, following equation (3.2) and considering the y1 coordinate we get :

y′1 =
∣∣∣∣∣ u1 v1
u2 v2

∣∣∣∣∣
′

= (u1v2 − u2v1)′ = u′1v2 + u1v
′
2 − u′2v1 − u2v

′
1

= (A11u1 +A12u2 +A13u3 +A14u4)v2 + u1(A21v1 +A22v2 +A23v3 +A24v4)−
− (A21u1 +A22u2 +A23u3 +A24u4)v1 − u2(A11v1 +A12v2 +A13v3 +A14v4)

= (A11 +A22)(u1v2 − u2v1) +A23(u1v3 − u3v1) +A24(u1v4 − u4v1)−
− A13(u2v3 − u3v2)−A14(u2v4 − u4v2)

= (A11 +A22) · y1 +A23 · y2 +A24 · y3 −A13 · y4 −A14 · y5

As it can be understood, the coefficients Aij with i, j = 1, 2, 3, 4 are the
elements of the first row of the A[2] additive compound matrix. All the
other elements are similarly produced. A similar construction holds for the
elements of the A[3] additive compound matrix, related to the z vector.

According to [19], a k-th additive compound matrix, A[k], of an initial
matrix A has the following property : If x1, x2, . . . , xk are the eigenvectors
of A and λ1, λ2, . . . , λk are the respective eigenvalues, then the k-vector
x1∧x2∧. . .∧xk is an eigenvector of A[k] and its eigenvalue is λ1+λ2+. . .+λk.

For the various cases of k for an n-dimensional system, all the LCEs of the
spectrum can be computed using the appropriate compound system. More
precisely, considering the case of the 4-dimensional Hénon-Heiles system
and the possible cases of k = 1, 2, 3, 4, the computation of the respective
exponents is done as follows (Oseledec [24]) :

• k = 1 :
This is the trivial case where the compound system is identical to the
initial system of variational equations. Therefore, any random devia-
tion vector leads to the computation of the mLCE of the spectrum.

• k = 2 :
For this case the 2-nd compound system is used :

ẇ(2) = A[2] ·w(2).

Similar to the previous case and considering the additive matrix prop-
erty mentioned previously, any random 2-vector w ∈ Λ2(TxS) leads
to the computation of the sum of the 2 largest LCEs, X2 = χ1 + χ2.
If the mLCE is known, the computation of the χ2 is obvious.

• k = 3 :
For this case the 3-nd compound system is used :

ẇ(3) = A[3] ·w(3).
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Following a similar approach, any random 3-vector w ∈ Λ3(TxS) leads
to the computation of the sum of the 3 largest LCEs, X3 = χ1+χ2+χ3.
This allows the computation of χ3 if χ1 and χ2 are known.

• k = 4 :
For this case the 4-nd compound system takes the form :

ẇ(4) = A[4] ·w(4)

= Tr(A) ·w(4)

= 0.

This equation is in accordance with the fact that the sum of LCEs
should be zero, since the dynamical system considered is conservative.
Following the same procedure as before, the computation of the last
exponent of the spectrum is done.

From the previous example it became clear the importance of automat-
ing the construction of the additive compound matrices and the important
role of the exterior algebra and wedge product towards this direction. More-
over, we should mention another advantage of the CMT, besides the already
mentioned fact that no orthonormalization is needed. This approach permits
the computation of single LCEs, without the obligation of computing all the
previous ones, as is done with the standard method [4]. If, for example, the
value of the χ5 exponent of a 5-degree-of-freedom dynamical system, having
10-dimensional phase space, is needed, then we can only use the following
two sets of equations :

ẇ(4) = A[4] ·w(4) ⇒ X4 = χ1 + χ2 + χ3 + χ4

ẇ(5) = A[5] ·w(5) ⇒ X5 = χ1 + χ2 + χ3 + χ4 + χ5.

The value of χ5 is then obtained from a simple subtraction, χ5 = X5 −X4.
This characteristic could be of importance for the detection of the existence
of additional integrals of motion, which lead to the vanishing of more pairs
of Lyapunov exponents. In addition, for high-dimensional systems, the com-
putation of single exponents is possible, for less computational time.

In the following chapter, the CMT is applied for the computation of the
LCEs spectrum, as well as for the computation of single exponents for the
FPU β-lattice, which facilitates the use of models with different degrees of
freedom.



Chapter 4

Application of the
Compound Matrix Theory

In this chapter, we apply the CMT for the computation of the spectrum
of LCEs, as well as of individual exponents. For our study, we consider the
system of the FPU β-lattice, as we can easily change the dimensionality of
the model by adding new lattice points. In addition, this model favours
the automation of the proposed procedure. Due to the nonlinearity of the
system, its solution can be obtained only numerically. Among the available
symplectic integrators, we choose to apply methods belonging to the SABA
family of integrators [17] because they exhibit a quite satisfactory behaviour.
In the following sections information about the FPU β-lattice and the sym-
plectic integration techniques are given, before the final presentation of the
obtained results.

4.1 The FPU lattice
The FPU lattice describes a vibrating string of nearest-neighbour cou-

pled oscillators. The system was initially studied in 1953 by Fermi, Pasta,
Ulam and Tsingou [6], who observed a peculiar behaviour different from a
priori expectations : the system showed a complicated quasi-periodic be-
haviour instead of initially anticipated chaotic one.

The system’s Hamiltonian function contains a quadratic (α-lattice) or
a cubic (β-lattice) nonlinear term. In our study we consider the β-lattice,
having the Hamiltonian :

HN = HN (p,q) =
N∑
i=1

p2
i

2 +
N∑
i=0

[
(qi+1 − qi)2

2 + β(qi+1 − qi)4

4

]
(4.1)

where N is the number of the movable particles. Note that the particles at
the boundaries (particles with numbers 0 and N + 1) are fixed during the

42
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time evolution, therefore we have q0 = p0 = 0 and qN+1 = pN+1 = 0, ∀t.
The system’s equations of motion are given by : q̇i = ∂HN

∂pi

ṗi = −∂HN
∂qi

⇒

⇒
{
q̇i = pi

ṗi = (qj+1 − qj)(δij − δij+1) + β(qj+1 − qj)3(δij − δij+1)

with 1 ≤ i ≤ N and δij denoting the Kronecker delta, which is equal to 1
if i = j and 0 otherwise. The equation of motion for the momentum pi of
particle i is :

ṗi = . . .+ (qi−1 − qi−2)(δii−2 − δii−1) + β(qi−1 − qi−2)3(δii−2 − δii−1)+
+ (qi − qi−1)(δii−1 − δii) + β(qi − qi−1)3(δii−1 − δii)+
+ (qi+1 − qi)(δii − δii+1) + β(qi+1 − qi)3(δii − δii+1)+
+ (qi+2 − qi+1)(δii+1 − δii+2) + β(qi+2 − qi+1)3(δii+1 − δii+2) + . . .

= . . .+ 0 + 0 + (qi − qi−1)(−1) + β(qi − qi−1)3(−1)+
+ (qi+1 − qi) + β(qi+1 − qi)3 + 0 + 0 + . . .

= qi+1 − 2qi + qi−1 + β
[
(qi+1 − qi)3 − (qi − qi−1)3

]
.

Thus, the total set of equations of motion is given by :

ẋ =
[
q̇i
ṗi

]
=
[

pi
qi+1 − 2qi + qi−1 + β

[
(qi+1 − qi)3 − (qi − qi−1)3]

]
(4.2)

for 1 ≤ i ≤ N . The equations of motion of the first (i = 1) and last (i = N)
particle, taking into account the specific boundary conditions, are :[
q̇1
ṗ1

]
=
[

p1
q2 − 2q1 + β

[
(q2 − q1)3 − q3

1
]] , particle i = 1

[
˙qN
˙pN

]
=
[

pN
−2qN + qN−1 + β

[
(−qN )3 − (qN − qN−1)3]

]
, particle i = N .

The variational equations governing the time evolution of deviation vec-
tors are :

ẇ =
[ ˙δq

˙δp

]
=
[

0N IN
−D2

HN
(q) 0N

]
·
[
δq
δp

]
⇒


˙δqi = δpi

˙δpi = −∑N
j=1

∂2HN
∂qi∂qj

δqj

(4.3)
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where 1 ≤ i ≤ N and the square matrix of the coefficients is of dimension
2N × 2N . According to equation (4.2), it is :

− ∂
2HN

∂qi∂qj
=


−2− 3β

[
(qj+1 − qj)2 + (qj − qj−1)2] if i = j

1 + 3β(qi − qj)2 if |i− j| = 1
0 if |i− j| > 1

and therefore, the variational equations of particle i is :[ ˙δqi
˙δpi

]
=

 δpi

−
∑N
j=1

∂2HN
∂qi∂qj

δqj

 =

 δpi

∂2HN
∂qi∂qi−1

δqi−1 + ∂2HN

∂q2
i
δqi + ∂2HN

∂qi∂qi+1
δqi+1

 .
Consequently, the variational equations are given by :

ẇ =



˙δq1
...
˙δqN
˙δp1
...
˙δpN


=



0 0 . . . 0 1 . . . 0
...

... . . . ...
... . . . ...

0 0 . . . 0 0 . . . 1
−∂2HN

∂q2
1
− ∂2HN
∂q1∂q2

. . . 0 0 . . . 0
...

... . . . ...
... . . . ...

0 . . . − ∂2HN
∂qN∂qN−1

−∂2HN

∂q2
N

0 . . . 0


·



δq1
...

δqN
δp1
...

δpN


.

In the general case of the N -degree-of-freedom Hamiltonian (4.1), the
application of the CMT results to the construction of k-vectors with 0 ≤ k ≤
2N . Obviously, the case of k = 0 corresponds to the space Λ0(TxS) = R.
Let us illustrate the construction of the differential equations governing the
evolution of hyper-volumes in the system’s tangent space by considering
the particular case of the 2-degree-of-freedom system (N = 2). Then, the
different compound matrices take the form :

• For k = 1 :
In this case the system is identical to the system of variational equa-
tions (4.3).

• For k = 2 :
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The additive matrix is a 6× 6 matrix, given by :

A[2] =



A11 +A22 A23 A24 −A13 −A14 0
A32 A11 +A33 A34 A12 0 −A14
A42 A43 A11 +A44 0 A12 A13
−A31 A21 0 A22 +A33 A34 −A24
−A41 0 A21 A43 A22 +A44 A23

0 −A41 A31 −A42 A32 A33 +A44



=



0 0 1 −1 0 0

− ∂2H2
∂q1∂q2

0 0 0 0 0

−∂2H2
∂q2

2
0 0 0 0 1

∂2H2
∂q2

1
0 0 0 0 −1

∂2H2
∂q2∂q1

0 0 0 0 0

0 ∂2H2
∂q2∂q1

−∂2H2
∂q2

1

∂2H2
∂q2

2
− ∂2HN
∂q1∂q2

0


.

Therefore, the compound system is the following :

ẇ(2) = A[2] ·w(2)

where, w(2) ∈ Λ2(TxS) is a 2-vector.

• For k = 3 :
The additive matrix A[3] is a 4× 4 matrix and it is given by :

A[3] =


A11 +A22 +A33 A34 −A24 A14

A43 A11 +A22 +A44 A23 −A13
−A42 A32 A11 +A33 +A44 A12
A41 −A31 A21 A22 +A33 +A44



=



0 0 −1 0
0 0 0 −1

∂2H2
∂q2

2
− ∂2H2
∂q1∂q2

0 0

− ∂2H2
∂q2∂q1

∂2H2
∂q2

1
0 0

 .

Therefore, the compound system is the following :

ẇ(3) = A[3] ·w(3)

where, w(3) ∈ Λ3(TxS) is a 3-vector.

• For k = 4 :



CHAPTER 4. APPLICATION OF THE COMPOUND MATRIX THEORY 46

This is the trivial case where the additive compound matrix is an
element matrix defined by the trace of the matrix of coefficients of the
variational equations :

A[4] = [A11 +A22 +A33 +A44] = [Tr(A)] = 0

Therefore, the compound system takes the form :

ẇ(4) = 0

The solution of this system, w(4) = ct, is in accordance with the
property that conservative systems preserve their phase space volume
during their evolution. This corresponds to the fact that the sum of all
the LCEs of the spectrum is zero and, consequently, no volume change
is observed.

The computation of the LCEs spectrum is achieved by integrating the
above systems, as already explained in section 3.2. The system of the case
k = 1, which is merely the initial system of variational equations, leads
to the computation of the mLCE χ1, while the integration of the systems
for k = 2 and k = 3 allows the computation of the χ2 and χ3 exponents
respectively. The χ4 exponent is computed considering the fact that the
sum of all LCEs is equal to zero. A similar procedure is followed for all the
studied FPU systems of higher degrees of freedom.

We note that the k-vectors of the compound systems can be constructed
by the initial deviation vectors applying the definition given in section 3.1.
These k-vectors are taken initially to be random, as is also done with the
usual deviation vectors. We have tested and verified that the initial values
of the k-vectors do not affect the computation of the LCEs.

4.2 Symplectic integrators
In sections 1.1 and 1.2, we mentioned that Hamiltonian systems pre-

serve their phase space volume during their evolution. More precisely, if
(q(t),p(t)) are the dynamical variables of the system, then (see for example
[31, 32, 33]) the mapping from (q(0),p(0)) to (q′ = q(dt),p′ = p(dt)) along
the solution is symplectic, meaning that the symplectic structure :

dq ∧ dp = dq′ ∧ dp′

is conserved. In addition to this property, all autonomous Hamiltonian sys-
tems also preserve their energy during their evolution in time. The common
numerical integrators, such as the Euler method or the Runge-Kutta meth-
ods [13, 14], cannot retain the symplectic character of these systems and
preserve the value of the energy. Moreover, Ge and Marsden [10] claimed
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that it is impossible for a numerical integrator to preserve simultaneously
both the symplecticity of the system and its energy for nonlinear and non-
integrable systems, since in that case, the solution would be identical to
the analytic one. Instead, it is possible the construction of integrators that
can preserve one of these properties. The ones that succeed to preserve the
symplectic nature of a Hamiltonian system are called symplectic integrators.

Symplectic integrators are divided into two major categories, the explicit
and the implicit ones. The explicit schemes are commonly applied for the
numerical integration of Hamiltonians that can be written in the form :

HN (q,p) = T (p) + V (p),

where T denotes the system’s kinetic energy and V its potential. Some of
the integrators of this category can be found in [7, 17, 31, 32, 33].

The implicit schemes are applied to Hamiltonian systems that cannot be
divided into parts of the kinetic and the potential energy. For example, in
[13, 14] all the symplectic integrators of the Runge-Kutta Gauss-Legendre
family along with the conditions that must fulfil in order to be symplectic
are explained in detail. These conditions are also explained in detail by
Lasagni [16] and Sanz-Serna [27], where it is clarified that symplectic inte-
grators of the Runge-Kutta family are only implicit schemes. In [27] is also
noted that in the case of linear problems the condition that renders these
methods symplectic also guarantees the exact conservation of the system’s.

In our study, the 4th order symplectic integrator SABA2C of the SABA
family with a corrector term is used. According to this method, the symplec-
tict operator eτLH = eτ(LT +LV ) is approached by an integrator of multiple
steps, which is composed of the operators ([17, 30]) :

eciτLT :
{

q′ = q + pciτ
p′ = p

,

ediτLV :
{

q′ = q
p′ = p− ∂V (q)

∂qi
diτ

.

The integrator is given by :

SABA2n : ec1τLT ed1τLV . . . ednτLV ecn+1τLT ednτLV . . . ed1τLV ec1τLT .

The corrector term is given by :

egiτLC :
{

q′ = q
p′ = p− ∂C(q)

∂qi
giτ

where :

C = [V, [V, T ]] =
N∑
i=1

(
∂V (q)
∂qi

)2
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with [., .] being the Poisson bracket, (1.1). Therefore the general form of the
equations is :

SABA2nC : e−
gi
2 τ

3LCSABA2ne
− gi

2 τ
3LC .

The values of ci, di, gi ∈ R and can be found in [17].
This integrator will be used for the simultaneous integration of the equa-

tions of motion and the compound systems, as indicated by the so-called
Tangent Map method, [30].

The application of the SABA2C integrator to the studied Hamiltonian
systems is based on the fact that the Hamiltonian can be divided into two
parts, the kinetic and potential energy. The FPU β-lattice as well as the
induced set of variational equations satisfy this condition. Unfortunately,
it doesn’t happen the same with the corresponding compound systems, as
it can be understood by the form of the additive compound matrix A[2].
Among the compound systems constructed from the initial set of variational
equations, only the cases where k = 1 (trivial) and k = 2N − 1 produce
separable systems.

For low dimensional systems, up to N = 4 particles, this problem can
be addressed as follows. For a time interval equal to the time step dt, the
coefficients of the additive matrices, which are related to the dynamical
variables of the Hamiltonian, are assumed to be constant. As a result,
the compound system is treated as a set of ODEs. Its analytic parametric
integration is feasible and the system is set to the appropriate form for the
application of the SABA2C integrator. From that point on, the followed
procedure is the same as for the equations of motion and the variational
equations. We note that the parametric solution is obtained with the aid
of the Mathematica software due to its capability of performing symbolic
computations. In our study we followed this procedure.

Another approach to deal with this problem is to seek an appropriate
numerical integrator for non separable systems. The Runge-Kutta Gauss-
Legendre implicit integrators is considered to be a reliable choice ([13, 14,
16, 27, 31, 32, 33]). Another available option is the explicit Runge-Kutta
methods of high order accuracy, such as the 5th order Dopr5 and the 8th
order Dopr853 integrator [13, 14], which both are integrators of adaptive
stepsize. Nevertheless, we did not include in our study these alternatives.

4.3 Results
In this section, we present the computation of the LCEs spectrum of

the FPU β-lattice (4.1) using the well known standard method of Benettin
et al. [4] and the CMT, developed in chapter 3. The spectrum has been
computed for the N -degree-of-freedom β-lattice, with N = 2, 3, 4, 10, and for
three cases of the system energy, E = HN = 1, 10, 30, while the coefficient
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β was fixed at β = 1.5. For the computations, the symplectic integrator
SABA2C of the SABAn family of symplectic integrators [17] has been used.
The numerical integrations were performed up to final time tmax = 105 time
units with a time step fixed at dt = 0.01. We note that all graphs are
depicted in log-log scale.

Fig. 4.1 shows the spectrum of LCEs for a regular orbit of the 2-degree-
of-freedom FPU β-lattice, with the energy of the system fixed at E = 1.0.
As was explained in section 2.3, the LCEs are grouped into two pairs of
equal exponents with opposite signs (χ1, χ4) and (χ2, χ3), as we see from
Figs. 4.1a, 4.1c, 4.1b and 4.1d. The ordering of the spectrum is also satisfied,
since the absolute value of exponents χ1 and χ4 is greater than the absolute
value of exponents χ2 and χ3. Moreover, both pairs tend to zero, due to the
presence of an integral of motion, i.e. the Hamiltonian, the regular nature
of the considered orbit is evident as the LCEs tent to zero following a power
law, which is well approximated by the function :

2 log(t)
t

.

Comparing the results obtained by the standard method (Figs. 4.1a and
4.1c) with the ones obtained by the CMT (Figs. 4.1b and 4.1d) one can
realize that the CMT gives results of the same accuracy with the ones of
the standard method, since the form of the spectrum for both methods is
practically identical. Furthermore, the ordering of the exponents is correct
for both methods. The difference between the two methods is detected in
Figs. 4.1e and 4.1f, where the absolute value of the sum of the exponents of
each pair is plotted. In these figures it is shown that the properties :

χ1 = −χ4 and χ2 = −χ3

are verified more accurately by the standard method, since the difference
of the exponents’ value is varying from 10−3 down to values of the order of
10−6, while the corresponding ones obtained by the CMT reach accuracy
levels between 10−2 to 10−5.

As the energy of the system increases, in Figs. 4.2 and 4.3, the spectrum
retains the same form as shown in Fig. 4.1 for both computation methods.
Considering the sum of the exponents’ values of each pair, we see a change
in the form of the results as large fluctuations appear that increase as the
energy increases (compare Figs. 4.2e and 4.2f with 4.3e and 4.3f). The
accuracy levels of the CMT remain similar to the ones presented in Fig. 4.1f,
while these of the standard method become slightly worse (see Fig. 4.3e).

We note that in the six plots of the sum of the exponents for energy
E = 1.0, 10.0, 30.0 (Figs. 4.1, 4.2, 4.3) the curve of χ1 + χ4 is overlapped by
the curve of χ2 + χ3.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.1: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 2 and E = 1.0, for the regular orbit with qi = 0 and
pi = (−1.32913,−0.48313), for i = 1, 2. Plots in the left column are com-
puted by the standard method and those in the right by the Compound
Matrix method. Figs. 4.1a and 4.1b show the computation of the χ1 and
χ2 exponents, while Figs. 4.1c and 4.1d show the computation of −χ3 and
−χ4. Figs. 4.1e and 4.1f depict the sum of the pairs of exponents, (χ1, χ4)
and (χ2, χ3).
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(a) (b)

(c) (d)

(e) (f)

Figure 4.2: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 2 and E = 10.0, for the regular orbit with qi = 0 and pi =
(−2.17060,−3.91005), for i = 1, 2. The panels follow the same arrangement
as in Fig. 4.1.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.3: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 2 and E = 30.0, for the regular orbit with qi = 0 and
pi = (7.26151, 2.69637), for i = 1, 2. The panels follow the same arrangement
as in Fig. 4.1.
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Fig. 4.4 shows the spectrum of a regular orbit of a 3-degree-of-freedom
FPU β-lattice, as well as the sums of the tree pairs of the opposite exponents,
(Figs. 4.4e and 4.4f). We see that the form of the spectrum computed by the
standard method (Figs. 4.4a and 4.4c) and the one computed by the CMT
(Figs. 4.4b and 4.4d) are comparable. Similar to Fig. 4.1-4.3 the exponents
tend to zero following the function 2 log(t)

t . From the values of the sums, we
conclude that the accuracy of the obtained results is of the same order for
both methods. We notice some fluctuations in the sum of the 3rd pair of
exponents, (χ3 +χ4). The fluctuations of the results of the standard method
are more intense.

Figs. 4.5 and 4.6 show the LCEs spectrum for chaotic orbits of the 3-
degree-of-freedom system of Fig. 4.4. Again, the standard method and the
CMT give similar results, as in all the previous cases. The sums of the pairs
of exponents, however, present a different form in comparison with the form
of the previous regular orbits in Figs. 4.1, 4.2, 4.3. Now we do not observe
any fluctuations and the accuracy levels are the same for both methods. It
is worth noting that the order of the sums is different : in Figs. 4.5e, 4.5f,
4.6e and 4.6f, the pair that gives the larger sum is not always the same.
Moreover, the accuracy of the sums for E = 10.0 is better than the one for
E = 30.0, being 10−6 and 10−5 respectively.

Similar observations are also seen in the case of a 4-degree-of-freedom
FPU β-lattice (Figs. 4.7, 4.8 and 4.9). The spectrum is of the same form
and the accuracy levels of the sums deteriorate as the energy of the system
increases, while no particular ordering of the sum is seen.

Figs. 4.10 to 4.12 show the computation of only one pair of exponents,
χ1 and χ20 of a 10-degree of freedom FPU β-lattice, applying the standard
method and the CMT. Also in this case, the accuracy and effectiveness of
the CMT becomes evident as it produces results similar to the ones obtained
by the standard method.

Finally, in Fig. 4.13 we plot the CPU time needed for the computation
of all the previous results of Figs. 4.1 to 4.12, by the two methods. We see
that the CMT demands more CPU time than the standard method even for
low-dimensional systems, with N = 3, 4. However, this figure also clarifies a
big advantage of the CMT in comparison with the standard method. For the
case where the computation of only one exponent is of interest (Figs. 4.10
to 4.12), the CMT requires considerably less CPU time than the standard
method, which also requires from the user to compute all the exponents of
the spectrum of order higher than the one we are interested in.

4.4 Comments
From the results of, Figs. 4.1 to 4.12 it becomes evident that the com-

putation of the LCEs spectrum is feasible by applying the CMT. Using this
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 3 and E = 1.0, for the regular orbit with qi = 0 and
pi = (0.69545,−1.17790, 0.35903) for i = 1, 2, 3. Plots in the left column are
computed by the standard method and those in the right by the Compound
Matrix method. Figs. 4.4a and 4.4b show the computation of χ1, χ2 and χ3
exponents, while Figs. 4.4c and 4.4d show the computation of −χ4, −χ5 and
−χ6. Figs. 4.4e and 4.4f depict the sum of the pairs of exponents, (χ1, χ6),
(χ2, χ5) and (χ3, χ4).
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(a) (b)

(c) (d)

(e) (f)

Figure 4.5: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 3 and E = 10.0, for the chaotic orbit with qi = 0 and
pi = (3.91870,−1.27957, 1.73392), for i = 1, . . . , 3. The panels follow the
same arrangement as in Fig. 4.4.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.6: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 3 and E = 30.0, for the chaotic orbit with qi = 0 and
pi = (−4.37489,−4.09722, 4.90644), for i = 1, . . . , 3. The panels follow the
same arrangement as in Fig. 4.4.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 4 and E = 1.0, for the chaotic orbit with qi = 0 and
pi = (0.97028,−0.45587, 0.11756, 0.91483) for i = 1, 2, 3, 4. Plots in the left
column are computed by the standard method and those in the right by the
Compound Matrix method. Figs. 4.7a and 4.7b show the computation of χ1,
χ2, χ3 and χ4 exponents, while Figs. 4.7c and 4.7d show the computation
of −χ5, −χ6, −χ7 and −χ8. Figs. 4.7e and 4.7f depict the sum of the pairs
of exponents, (χ1, χ8), (χ2, χ7), (χ3, χ6) and (χ4, χ5).
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(a) (b)

(c) (d)

(e) (f)

Figure 4.8: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 4 and E = 10.0, for the chaotic orbit with qi = 0 and
pi = (−3.24235, 2.41708,−0.68840, 1.78073), for i = 1, . . . , 4. The panels
follow the same arrangement as in Fig. 4.7.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9: Computation of the spectrum of LCEs of the FPU β-lattice
(4.1) with N = 4 and E = 30.0, for the chaotic orbit with qi = 0 and
pi = (−5.43191, 5.15383, 1.362307,−1.44099), for i = 1, . . . , 4. The panels
follow the same arrangement as in Fig. 4.7.
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(a) (b)

Figure 4.10: Computation of the χ1 and −χ20 exponents of the FPU
β-lattice (4.1) with N = 10 and E = 1.0, for the chaotic orbit with qi = 0
and pi = (0.30123,−0.39090,
−0.49109, 0.42709, 0.59279,−0.46748,−0.40343, 0.65692,−0.41051,−0.01043),
for i = 1, . . . 10. Fig. 4.10a is computed by the standard method, while
Fig. 4.10b by the Compound Matrix method.

(a) (b)

Figure 4.11: Computation of the χ1 and −χ20 exponents of the FPU
β-lattice (4.1) with N = 10 and E = 10.0, for the chaotic orbit with qi = 0
and pi = (−2.09583, 1.21986,
0.00537, 2.12219, 1.75060, 1.29881, 1.66538, 0.03062, 1.04788, 0.99585), for
i = 1, . . . , 10. Fig. 4.11a is computed by the standard method, while
Fig. 4.11b by the Compound Matrix method.
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(a) (b)

Figure 4.12: Computation of the χ1 and −χ20 expo-
nents of the FPU β-lattice (4.1) with N = 10 and
E = 30.0, for the chaotic orbit with qi = 0 and pi =
(−0.77404, 1.84736, 4.48308,−0.78350, 3.25791,−4.33036,−1.54221,−1.28921,
−0.71101, 1.16801), for i = 1, . . . , 10. Fig. 4.12a is computed by the standard
method, while Fig. 4.12b by the Compound Matrix method.

Figure 4.13: The CPU time needed for the computation of the spectrum of
LCEs for N = (2, 3, 4) of the FPU β-lattice (4.1) and for the computation
of the mLCE χ1 and of the last exponent, χ20, for the case of N = 10.
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method we obtaining comparable results, with the ones produced by the
standard method of Benettin et al. [4], with respect to the achieved ac-
curacy. Moreover, the computation of a single LCE without the necessity
of computing all the previous ones in the spectrum, as it is done by the
standard method, is possible as we saw from the results of Figs. 4.10 to
4.12.

As it is shown in Fig. 4.13, the CMT method requires more CPU time
than the standard method for the computation of the whole spectrum, even
for low dimensional systems. On the contrary, the difference of the compu-
tational time needed when a single exponent is of interest, especially for the
case of high dimensional systems is significant.

An important disadvantage of the CMT method is that the compound
systems that are constructed from the variational equations, become more
complicated as the dimensionality of the studied systems increases. More-
over, the auxiliary compound systems cannot be explicitly divided into parts
of variables that evolve independently, as for the case of HN = T (p) +V (p)
Hamiltonians. As a result, the SABA family integrators are not the suitable
choice for their integration. New integrators should be sought in order to
obtain a desired accuracy.



Bibliography

[1] Allen L., Bridges T. J. (2002). Numerical Exterior Algebra and the
Compound Matrix Method, Numerische Mathematik 92: 197-232

[2] Benettin G., Galgani L., Strelcy J. M. (1976). Kolmogorov entropy and
numerical experiments, Physical Review A, Vol. 14, 6

[3] Benettin G., Galgani L., Giorgilli A., Strelcy J. M. (1978). Tous lew
nombres caractéristiques sont effectivement calculables, Comptes Ren-
dus se l’Académie des Sciences Paris, Series A 286, 431-433

[4] Benettin G., Galgani L., Giorgilli A., Strelcyn J. M. (1980). Lyapunov
characteristic exponents for smooth dynamical systems and for Hamil-
tonian systems; A method for computing all of them. Part 1& 2, Mec-
canica March: 9-30

[5] Contopoulos G., Galgani L., Giorgilli A. (1978). On the number of
isolating integrals in Hamiltonian systems, Physical Review A, Vol. 18,
3

[6] Fermi E., Pasta J. R., Ulam S. (1965). Collected papers of Enrico Fermi,
The University of Chicago Press, 2, 978

[7] Forest E., Ruth R. D. (1990). Fourth-order symplectic integration,
Physica D 43 105-117

[8] Froyland J. (1983). Lyapunov exponents for multidimensional orbits,
Physics Letters, Vol. 97A, 1,2

[9] Froyland J., Alfsen K. H. (1984). Lyapunov-exponent spectra for the
lorenz model, Physical Review A, Vol. 29, 5

[10] Ge Z., Marsden J. E. (1988). Lie-Poisson Hamilton-Jacobi theory and
Lie-Poisson integrators, Physics Letters A, Vol. 133, 3

[11] Greub W., (1978). Multilinear Algebra 2nd edition, Springer-Verlag,
New York, Heidelberg, Berlin

63



BIBLIOGRAPHY 64

[12] Goldhirsch I., Sulem P.-L., Orszag S.A. (1987). Stability and Lyapunov
stability of dynamical systems: a differential approach and a numerical
method, Physica D, 27, 311-337

[13] Hairer E., Norsett S. P., Wanner G. (1987). Solving Ordinary Differen-
tial Equations I, Nonstiff Problems, Springer Series in Computational
Mathematics 8

[14] Hairer E., Wanner G. (1987). Solving Ordinary Differential Equations
I, Stiff and Differential-Algebraic Problems, Springer Series in Compu-
tational Mathematics 14

[15] Hénon M., Heiles C. (1964). The applicability of the third integral of
motion: some numerical experiments, The Astronomical Journal 69,
73-79

[16] Lasagni F. M. (1988). Canonical Runge-Kutta methods, Journal of Ap-
plied Mathematics and Physics, Vol. 39

[17] Laskar J., Robutel Ph. (2001). High order symplectic integrators for
perturbed Hamiltonian systems, Celestial Mechanics and Dynamical
Astronomy 80: 39-62

[18] Lyapunov A. M. (1992). The general problem of the stability of motion,
International Journal of Control, 53: 3, 531-534

[19] Muldowney J. S. (1990). Compound Matrices and Ordinary Differential
Equations, Rocky Mountain Journal of Mathematics, Vol. 20, 4

[20] Nagashima T., Shimada I. (1977). On the c-system-like property of the
Lorenz system, Progress of Theoretical Physics, Vol. 58

[21] Ng B. S., Reid W. H. (1979). An initial value method for eigenvalue
problems using compound matrices, Journal of Computational Physics,
30, 125-136

[22] Ng B. S., Reid W. H. (1979). A numerical method for linear two-point
boundary-value problems using compound matrices, Journal of Com-
putational Physics, 33, 70-85

[23] Ng B. S., ReidW. H. (1985). The compound matrix method for ordinary
differential systems, Journal of Computational Physics, 58, 209-228

[24] Oseledec V. I. (1968). A multiplicative ergodic theorem. Lyapunov char-
acteristic numbers for dynamical systems, Transactions of the Moscow
Mathematical Society 19, 197-231

[25] Perko L. (2000). Differential equations and dynamical systems, third
edition, Springer



BIBLIOGRAPHY 65

[26] Pesin Ya. B. (1977). Characteristic Lyapunov exponents and smooth
ergodic theory, Russian Mathematical Surveys 32:4, 55-114

[27] Sanz-Serna J. M. (1988). Runge-Kutta schemes for Hamiltonian sys-
tems, BIT 28, 877-883

[28] Shimada I., Nagashima T. (1979). A numerical approach to ergodic
problem of dissipative dynamical systems, Progress of Theoretical
Physics, Vol. 61, No. 6

[29] Skokos Ch. (2010). The Lyapunov characteristic exponents and their
computation, lecture notes in Physics, Springer-Verlag Berlin Heidel-
berg, 790, 63-135

[30] Skokos Ch., Gerlach E. (2010). Numerical integration of variational
equations, Physical Review E, 82, 036704

[31] Yoshida H. (1990). Construction of higher order symplectic integrators,
Physics Letters A, Vol. 150, 5,6,7

[32] Yoshida H. (1992). Symplectic integrators for Hamiltonian systems: ba-
sic theory, S. Ferraz-Mello, Chaos, Resonance and Collective Dynami-
cal Phenomena in the Solar System, 407-411

[33] Yoshida H. (1993) Rescent progress in the theory and application of
symplectic integrators, Celestial Mechanics and Dynamical Astronomy
56: 27-43


